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Abstract—Fast lightpath restoration becomes particularly
challenging in all-optical networks. First, the optical trans-
parency complicates failure localization and isolation pro-
cedures, as loss of light alarms stemming from a failure
propagate downstream from the failure point. Besides, such
a transparency implies that optical signals must traverse
relatively long distances without electrical regeneration. In
view of this, backup path computations must also account
for all degradations introduced in the physical end-to-end
path, thus ensuring their feasibility. Looking toward the
optical core networks of the future, the EU DICONET Project
has worked on cross-layer solutions to enhance network
control and management with the impairment-awareness
needed to govern the underlying optical layer. This includes
a network planning and operation tool (NPOT) that imple-
ments impairment-aware routing and wavelength assignment
algorithms, along with a failure localization mechanism.
This paper reports the experimental demonstration of a
dynamic impairment-aware restoration scheme that benefits
from enhanced NPOT features for fast lightpath restoration.
To this end, a prioritized scheduler to provide differentiated
resilience support, the implementation of the quality of
transmission estimator module on field programmable gate
array hardware, and a fast resource pre-reservation protocol
are presented in this work. The performance of the proposed
impairment-aware lightpath restoration scheme has been
evaluated experimentally on a 14-node all-optical network
test-bed, showing average restoration times of 1.16 and 1.64 s
for high and low priority traffic classes, respectively.

Index Terms—Failure restoration; Impairment-awareness;
Optical networks; Transparency.
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I. INTRODUCTION

F uture all-optical core networks are envisioned to run
away from the opaqueness of today’s transport networks.

Currently, networks are built on point-to-point wavelength
division multiplexing (WDM) channels, which are electrically
terminated and regenerated at every intermediate node of
the end-to-end path. In contrast, all-optical networks will
leverage data transmission and switching operations entirely
in the optical domain. Therefore, operators will be relieved
from deploying expensive and not scalable service-dependent
intermediate electronic stages, enabling ultrafast, highly
scalable, and cost-effective backbone networks [1,2].

Transparent optical networks will also be enhanced with au-
tomated connection (i.e., lightpath) provisioning and restora-
tion functionalities, easing the adoption of reliable on-demand
transport services at low cost [3]. Cost savings will come here
from the avoidance of manual resource provisioning operations
plus the high network capacity efficiency provided by the
restoration schemes [4]. In traditional protection mechanisms,
extra network capacity is allocated during the lightpath setup,
so as to ensure fast traffic switchover under failure conditions.
Conversely, restoration makes use of additional network
capacity reactively, only once a lightpath failure is detected.
This enables extensive sharing of the spare capacity amongst
non-simultaneously failed lightpaths. To achieve these goals,
the generalized multi-protocol label switching (GMPLS)
protocols [5], resulting from the Internet Engineering Task
Force (IETF) efforts toward a standard distributed control
plane, become the prime candidates to be adopted.

However, the transition from opaque to transparent optical
networks poses some challenges that should be properly
addressed. First of all, transparency implies the transmission
of signals over very long physical distances without electrical
regeneration. This may lead to unfeasible lightpaths due
to the physical layer degradations that accumulate on the
signal along the path. To address this issue, regenerators
(i.e., optical–electronic–optical, OEO) can be strategically
placed at a selected number of sites. This increases the
total distance that can be spanned by the lightpaths, thus
making them feasible. Networks following this configuration
are typically referred to as translucent networks (e.g., see [6]).

In either fully transparent or translucent optical networks,
physical layer impairment (PLI) information should be taken
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into account in the routing and wavelength assignment
(RWA) algorithms, turning them into impairment-aware RWA
(IA-RWA) algorithms. In this way, the physical feasibility
of the lightpaths under establishment can be predicted and
regeneration, if available, can be utilized. The Q-factor of a
lightpath (i.e., a measure of its quality of transmission, QoT)
is a parameter typically used for these purposes [7]. In [8], the
IA-RWA process is performed in two phases. First a lightpath
computation step takes place where the shortest path is
selected and, then, a lightpath verification step based on a bit
error rate (BER) threshold is performed. In [9], the authors
propose an IA-RWA algorithm in which the wavelength is
initially selected by means of a first-fit algorithm (unaware of
PLI constraints) and, then, a shortest path for that wavelength
is computed, considering the noise variance of the PLI as the
link cost. Apart from separated RWA solutions, some heuristics
intend to solve the IA-RWA problem jointly [10,11]. Besides,
a number of IA-RWA algorithms for translucent networks,
considering both linear and non-linear physical effects, are
evaluated in [12].

From the network control plane perspective, the IETF
is also working on the definition of the proper extensions
to the GMPLS protocols to account for PLIs in optical
networks [13]. Following the same trend, [14] introduces
extensions to the GMPLS signaling protocol, which include
the QoT parameters that characterize the optical layer.
Using this extended protocol, distributed IA-RWA schemes
are proposed. Moreover, [15] discusses GMPLS routing and
signaling protocol extensions for translucent optical networks.
However, such extensions do not consider the inter-channel
effects. For the interested reader, a survey on physical layer
IA-RWA algorithms is presented in [16].

Another challenge inherent in transparent networks is that,
without electrical termination at network nodes, loss of light
(LoL) alarms stemming from a single failure propagate down-
stream from the failure point. This issue complicates failure
localization and isolation procedures, which are of paramount
importance when targeting fast lightpath restoration.

A straightforward solution to address failure localization
and isolation problems in all-optical networks is the deploy-
ment of dedicated out-of-band optical supervisory channels
(OSCs) per fiber link. This solution, however, requires a WDM
channel and a transmitter–receiver pair per link just for
monitoring purposes. In order to improve the performance of
this basic scheme, more sophisticated out-of-band techniques
have also been proposed, aiming to minimize network
monitoring costs while detecting failures without ambiguity
(e.g., see [17–19]). In addition, in-band monitoring schemes
have also been presented [20,21], which allow finer soft-failure
detection and localization per WDM channel.

In particular, the concept of monitoring trails (m-trails), has
been proposed as the most general monitoring structure for
these out-of-band monitoring techniques, achieving detection
and localization of hard failures that affect any single
fiber link. In [18] the authors formulate an integer linear
program (ILP) for optimal m-trail design, with the objective
of minimizing the overall monitoring cost in the network.
Instead, in [19] an algorithm based on random code assignment
(RCA) and random code swapping (RCS) is developed for
solving the m-trail design problem.

In this context, the DICONET project [22] has addressed
both challenges, looking toward the future Internet backbone.
The main outcome of the project has been the development
of a network planning and operation tool (NPOT) that
collects real-time optical layer performance measurements
and incorporates them into IA-RWA algorithms. As a result,
lightpath routes are computed, so that potential blockings due
to insufficient QoT are avoided. In this process, the effects of
new lightpath establishments on currently active lightpaths
in the network are also evaluated, avoiding degradations that
could even compromise their operation.

Moreover, the designed NPOT also implements scalable
failure localization and isolation procedures, addressing the
aforementioned all-optical core networks’ needs. The proposed
solution is based on m-trails, which minimize the number of
out-of-band OSCs that need to be deployed in the network in
order to achieve unambiguous failure localization. Thus, once
the failure is localized and isolated, restoration actions can be
triggered for all the affected lightpaths.

However, the complexity of the IA-RWA is generally much
higher than in the case of traditional RWA, where only topo-
logical and wavelength availability information is considered.
This complexity impacts drastically on the final setup times
experienced by incoming lightpath requests, which may be
even unsuitable for highly dynamic network services such as
lightpath restoration. In fact, the most time-consuming steps
in the IA-RWA process are the QoT estimations of the lightpath
under establishment and the potentially affected ones. With
this in mind, the QoT estimator module in the NPOT has been
implemented on field programmable gate array (FPGA) hard-
ware. As will be shown in the experimental results, this en-
ables impairment-aware lightpath restoration times of around
a second, totally applicable in real network environments.

The remainder of this article continues as follows. Section II
describes the functionality of the proposed NPOT, paying
special attention to those modules involved in the dynamic
impairment-aware restoration. Once the basic NPOT features
are explained, Section III presents the enhancements to the
NPOT required to match the fast and differentiated restoration
needs in future optical networks. Section IV details the
14-node all-optical network test-bed where the experimental
evaluation of our proposals has been conducted. Section V
presents and discusses the obtained experimental results.
Finally, Section VI concludes the paper.

II. NETWORK PLANNING AND OPERATION TOOL

The proposed NPOT will become the enabler of the afore-
mentioned impairment-awareness in both network planning
and operation phases. In particular, the network planning
phase is devoted to allocating a large, already known set of de-
mands (i.e., the traffic matrix) in the most efficient way. In the
context of transparent optical networks, this entails optimal
IA-RWA to maximize network resource usage, optimal regener-
ator placement to guarantee acceptable QoT for all lightpaths,
while minimizing the number of regenerators needed, as
well as optimal monitor placement to localize failures
unambiguously but with the minimum number of monitors.

In contrast, in the network operation phase, lightpath
requests are served on a one-by-one basis upon arrival. The
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goal here is to allocate incoming requests as efficiently as
possible considering the current network state. In this regard,
two alternative approaches have been proposed for integrating
the NPOT in the GMPLS-enabled control plane, namely,
distributed and centralized [23].

In the distributed approach, each network node runs an
instance of the NPOT that interacts with the impairment-
aware GMPLS control plane to assess the QoT of the lightpaths
under establishment. For this, end-to-end routes are computed
only accounting for topological and wavelength availability
information. In fact, real-time PLI values are collected during
the Resource Reservation Protocol with Traffic Engineering
Extensions (RSVP-TE) signaling process [24] to allow the
NPOT at the destination node to estimate the QoT of the new
lightpath. A new lightpath may degrade the QoT of those active
lightpaths sharing any of the spans along the signaled route.
In light of this, the NPOT also contacts with the NPOTs located
at the end nodes of the potentially disrupted lightpaths, asking
them to recompute their QoT considering the new network
scenario. This verification step is performed to ensure that
QoT requirements are still met despite the new lightpath
establishment. Thus, if no QoT violation occurs, the requested
lightpath establishment is finally completed.

Conversely, in the centralized approach, a single NPOT in-
stance is responsible for providing the impairment-awareness
required by the GMPLS control plane. To this goal, such a
centralized NPOT is fed with real-time PLI values, as well
as the wavelength availability, through an extended version of
the GMPLS Open Shortest Path First with Traffic Engineering
Extensions (OSPF-TE) routing protocol [25]. This information
is incorporated into an online IA-RWA engine that computes
QoT compliant routes for the new lightpath requests.

A particular situation that has to be managed in the
network operation phase is the restoration of those lightpaths
whose connectivity has been interrupted due to network
failures. The remainder of this section concentrates on the
NPOT modules and functionalities involved in the lightpath
restoration process. For a complete description of the NPOT
functionalities for both network planning and operation
phases, the interested reader may refer to [23].

A. Online IA-RWA Module

The online IA-RWA module in the NPOT (Fig. 1) is
used in the network operation phase to compute the most
appropriate routes and wavelengths for the incoming lightpath
requests. In the centralized approach, such a functionality
is implemented by the multi-parametric IA-RWA algorithm
presented in [26]. This algorithm deals with the effects of the
different PLIs indirectly, instead of estimating their absolute
values to select the optimal route and wavelength for a new
lightpath request, which is time-consuming. This is achieved
by considering impairment generating sources, such as the
path length, number of hops, or number of crosstalk sources
(among others). The algorithm computes a set of candidate
lightpaths, whose QoT is approximated by means of a function
that combines the impairment generating parameters. These
candidate lightpaths are accepted or rejected depending on
whether their QoTs remain above or below a predefined
threshold, respectively. The feasible lightpaths resulting from
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Fig. 1. (Color online) Network planning and operation tool (NPOT):
main blocks involved in impairment-aware dynamic lightpath restora-
tion.

the algorithm, as well as the active ones potentially disrupted
by the new lightpath establishment, are finally checked using
the NPOT Q-tool module (detailed in the following subsection),
ensuring in this way their physical feasibility.

B. QoT Estimator Module: Q-tool

Under request from the online IA-RWA module, the Q-tool
inside the NPOT (Fig. 1) is responsible for estimating the
QoT of a lightpath given the network topology, physical layer
characteristics, and currently active lightpaths.

The NPOT maintains two different databases, namely, the
global physical parameters database (gPPD) and the global
traffic engineering database (gTED), which store all the
information requested by the Q-tool module to predict whether
or not a specific lightpath will be feasible. Specifically, the
gPPD contains the physical characteristics of the nodes, links,
and components in the network, together with information
about the currently active lightpaths. In turn, the gTED
stores topology and wavelength availability information. Such
databases are initially populated through configuration files
and updated dynamically through the GMPLS control plane
by means of the OSPF-TE protocol. In Fig. 1, the gPPD/gTED
manager is the module responsible for managing both
databases, as well as interfacing them with the other NPOT
modules.

As detailed in [23], the Q-tool takes both linear and
non-linear PLIs into account in order to estimate the QoT
of a certain lightpath. Regarding the linear impairments,
the amplifier spontaneous emission (ASE) noise, chromatic
dispersion (CD), filter concatenation (FC), and polarization
mode dispersion (PMD) are considered. For those non-linear
impairments that depend on the characteristics of the active
lightpaths at a certain moment, the self-phase modulation
(SPM), cross phase modulation (XPM), and four wave mixing
(FWM) are also evaluated.

C. Failure Localization and Isolation

As mentioned before, failure localization and isolation
functionalities are challenging in all-optical networks. The
failure localization module in the NPOT (Fig. 1) addresses
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Fig. 2. (Color online) Example of an m-trail design in a five-node
network consisting of three trails. The resulting alarm code table is
also shown.

both objectives at low network capital expenditure (CAPEX).
Basically, this module localizes a network failure by mapping
the failure alarms coming from the optical node controllers
to the m-trail monitoring solution designed in the network
planning phase. For the sake of clarity, an m-trail could be
seen as an OSC spanning several network links, with a signal
transmitter located at the m-trail source node, and a monitor at
the m-trail destination node with the receiver. By definition, an
m-trail can traverse a certain network node many times, but a
network link only once. Therefore, when a link failure occurs,
all those m-trails supported on the failed link detect LoL in
the receiver, generating a failure alarm with the identifier of
the disrupted m-trail. The optimal m-trail design must ensure
unambiguous failure localization, but using the minimum
number of m-trails and, thus, expensive monitors.

Figure 2 depicts an example of an m-trail design in a
five-node network. In this case, three m-trails are enough to
detect and localize any link failure in the network without
ambiguity. This is reflected in the table shown in the same
figure, where each network link presents a unique alarm code.
It is worth mentioning here that, if an OSC had been deployed
per link (i.e., straightforward solution), seven monitors instead
of three would have been required for failure localization
purposes, which increases the final network CAPEX.

The optimal m-trail design in transparent optical networks
is typically obtained by means of ILP formulations, which try
to minimize the number of m-trails and their length, subject
to a unique alarm code per link (e.g., see [18]). Nonetheless,
this problem may take lots of time to solve, especially in large
network scenarios. With this in mind, the monitor placement
module in the centralized NPOT runs a meta-heuristic for the
m-trail design based on tabu search (TS), which reaches an
almost optimal design in very low execution times. The details
of this meta-heuristic, called meta-heuristic for monitoring
trail assignment (MeMoTA), can be found in [27].

The MeMoTA meta-heuristic is executed in the network
planning phase to obtain the optimal configuration of m-trails
enabling successful failure detection and localization. Then,
based on its output, an alarm code table such as the one in
Fig. 2 is constructed. This alarm code table is later used by
the NPOT failure localization module to localize failures based

on the failure alarms received from the GMPLS control plane
nodes. Note that the NPOT requires information about all
disrupted m-trails to successfully localize a given failure. To
this end, a hold-off timer is set once a failure alarm is detected.
Once the timer expires, localization is performed on the alarm
code table, using the failure alarms received so far. Having the
exact location of the failure, all the affected resources are put
into failure state, isolating the failure from future lightpath
requests. Finally, restoration actions are triggered for all the
affected lightpaths.

III. NPOT ENHANCEMENTS FOR FAST LIGHTPATH

RESTORATION

As experimentally demonstrated in [23], the centralized
approach performs significantly better in terms of lightpath
blocking probability. However, it shows increased lightpath
setup times due to the high computational complexity of the
IA-RWA process at the centralized NPOT. While such setup
times, of the order of a few seconds, may be acceptable for a
new lightpath establishment, they would lead to large data
losses in the case that failure restoration was implemented
in the network. In view of this, the present work aims at
enhancing the centralized NPOT, so as to successfully fulfill
the failure restoration needs in future core optical networks,
while still benefitting from its accurate impairment-aware
path computation feature. The improvements introduced in
this work comprise a prioritized NPOT scheduler to efficiently
support traffic with differentiated resilience requirements,
a hardware-accelerated Q-tool implementation, which drasti-
cally reduces the QoT estimation time, that is, the bottleneck
in the IA-RWA process, as well as a resource pre-reservation
protocol allowing consecutive backup path computations.

A. Prioritized NPOT Scheduler

In the network operation phase, the NPOT scheduler (Fig. 1)
queues the incoming requests until the online IA-RWA module
becomes available, since the NPOT is only able to process one
path computation at a time. This operation becomes of critical
importance during the failure restoration procedures, where a
large number of restoration requests must be served almost
simultaneously. Besides, as pointed out before, the IA-RWA
process is a computationally intensive task. Hence, the online
IA-RWA engine requires a significantly large amount of time
to process each restoration request (even of the order of a
few hundreds of milliseconds with the hardware acceleration
features presented in this paper). This means that the
latest restoration requests to arrive at the centralized NPOT
experience high queuing delays, which could even compromise
the success of their restoration.

Taking into account the large variety of data applications
that will run over next-generation optical networks, each one
requiring differentiated treatment in case of failure (e.g., a
maximum recovery time), the NPOT has been equipped
with a prioritized scheduler aiming to serve the restoration
requests with higher resilience requirements (i.e., higher
priority) first, incurring lower recovery times for them.
The prioritized scheduler, governed by the NPOT scheduler
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manager, implements n software-based first-in-first-out (FIFO)
queues, one for each lightpath priority supported on the
network. This solution becomes interesting provided that a
reasonable number of priorities are defined in the network,
since no sorting algorithm is needed in the prioritized
scheduler. In particular, two different priorities are considered
in this work.

The operation of the scheduler is the following. At the
moment that the NPOT scheduler manager detects that any
queue of the prioritized scheduler has path requests to be
served, it checks the availability of the online IA-RWA engine.
If this is free, the manager starts checking the states of
the priority queues, from the highest to the lowest priority
(e.g., from 1 to n). If it finds any restoration request in any of
the queues, the manager pops the request that arrived at the
queue first, sends the request to the online IA-RWA engine,
and stops the search. Upon receiving the request, the online
IA-RWA engine changes its state to busy, notifying the NPOT
scheduler manager accordingly, and processes the request.
Once the request is processed, the online IA-RWA engine
changes its state back again to free and notifies the NPOT
scheduler manager. Upon this notification, if any request is
waiting in the scheduler, the same operation described above
is performed again and again, thus emptying the queues in the
scheduler according to their priority.

B. Hardware-Accelerated Q-tool

The online IA-RWA module in the NPOT invokes the
Q-tool in order to guarantee acceptable QoT of the newly
established lightpaths and the potentially disrupted active
ones. The Q-tool takes both linear (ASE, CD, FC, and
PMD) and non-linear (SPM, XPM, and FWM) impairments
into consideration. Computation of all these impairments by
analytical expressions and numerical simulations to come up
with a lightpath QoT prediction is a computationally intensive
task, which may incur significant running times on a standard
computer. In light of this, the Q-tool module in the centralized
NPOT has been implemented on FPGA hardware, coupled to
the NPOT following a client–server model.

The main goals targeted in the design of the hardware-
accelerated Q-tool were 1) drastically reduced QoT estima-
tion time compared with a purely software-based Q-tool
implementation and 2) customizability and programmability.
Specifically, the former aimed at making the Q-tool suitable for
incorporation in dynamic network environments with delay-
sensitive services, such as lightpath restoration. The latter,
in turn, attempted to provide a highly customizable platform
easing the implementation of new IA-RWA algorithms with
fast turnaround time.

To the former goal, two contributions to the total Q-tool
response time were identified, namely, the actual QoT
estimation time and the communication overhead. Between
them, the QoT estimation time clearly dominates over the
second contribution, especially in highly loaded network
scenarios, where the QoT of a large number of lightpaths has to
be computed. Hence, most research and engineering effort was
devoted to the hardware implementation of the QoT estimation
over the FPGA through paralleled pipelining. In particular,
four separated parallel pipelines are implemented, executing
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Fig. 3. (Color online) Hardware implementation of the Q-tool. The
numbers and letters show the sequence of operations to estimate the
QoT of an incoming lightpath request.

five top-level functions, namely, EyeClosure (involving SPM,
CD, and FC), XPM, FWM, PMD, and ASE. The last
function, ASE, has inputs that depend on the outcome of the
function EyeClosure; thus EyeClosure and ASE are executed
sequentially in pipeline 1, whereas the remaining functions
are executed one in each pipeline. In this way, each function
provides the impact of individual PLIs, which are eventually
combined to come up with a single Q-factor figure.

Regarding customizability and programmability, implemen-
tations from scratch were identified as a major cause of high
turnaround times that should be avoided. To address this,
common computation modules shared by most custom Q-factor
algorithms (e.g., FFT, IFFT, and trigonometric functions) were
identified, implemented, and provided as extensions in the
Q-tool, so that the algorithm programmers can select any
subset of such modules that they need. It should be mentioned
that, in the implementation of the modules, an ideal balance
between hardware and software-based functions was sought,
so as to achieve flexibility and performance, while avoiding
software bottlenecks.

Figure 3 shows a top-level picture of the hardware-
accelerated Q-tool with its main architectural modules.
Specifically, the Q-tool is composed of two different modules:
the QoT estimation agent (QoTEA) and estimation engine
(QoTEE). The QoTEE module is deployed in a Xilinx Virtex
IV FPGA and is responsible for the actual QoT estimation.
In turn, the QoTEA runs on a 300 MHz IBM PowerPC 405
hard core embedded inside the FPGA fabric with 1 GB DDR2
memory, and is responsible for receiving the lightpath QoT
estimation requests coming from the Q-tool client (QoTEC) in
the online IA-RWA module and sending them to the QoTEE.
The DDR SDRAM is used to store input data coming from
the QoTEC in the request. For the computation, the data are
shifted to the dual port block RAM (DPBRAM), so as to be
rapidly accessible from the FPGA logic. The general purpose
IO (GPIO) is used by the software program to initialize the
estimation of the QoT in the FPGA and make sure that all
computation requests are served. When the computation ends,
the FPGA sends the Q-factor figures back to the DPBRAM
and triggers an interruption signal through the GPIO. Upon
this signal, the software module retrieves the results from the
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DPBRAM and sends them back to the QoTEC. More details
about the hardware-accelerated Q-tool implementation and
testing can be found in [28].

C. Resource Pre-reservation Protocol

Multiple requests must be processed one after another
during the restoration procedures. Therefore, the state of
the resources involved in a backup path computation must
be rapidly updated for subsequent requests. In the initial
NPOT implementation, a guard time was left between two
consecutive route computations. This allowed the gPPD and
gTED databases to be fed with the new PLI and wavelength
availability information through the OSPF-TE protocol, once
the signaling phase of the related connection was completed.
As highlighted in [23], however, this operation forced the
NPOT to remain idle for several seconds between successive
computations, that is, the time it takes OSPF-TE to update,
network wide, the new state of the involved resources. In order
to avoid the aforementioned idle periods in the centralized
NPOT, which would likely lead to undesirably high restoration
times, a resource pre-reservation protocol is proposed in this
work, preventing the use of resources assigned to lightpaths
under establishment when processing new requests.

It is worth mentioning that the centralized NPOT follows
a stateful approach, keeping track of both available network
resources and active lightpaths in the network (stored in the
gPPD database, as mentioned in Subsection II.B). Compared
to the standard path computation element (PCE) [29], where a
stateless implementation may be enough to compute end-to-
end routes, based only on the network resource availability,
statefulness is mandatory in the centralized NPOT, so as to
account for the non-linear PLIs (SPM, XPM, and FWM) when
assessing the feasibility of the incoming lightpath requests.
The proposed pre-reservation protocol exploits the statefulness
in the centralized NPOT to achieve its purposes.

Aiming to avoid the gPPD and gTED inaccuracies between
successive path computations, two alternative states are
introduced for the lightpaths stored in the gPPD database,
namely, under establishment and active. When a route is
successfully computed for an incoming lightpath request, and
before replying to the source node that performed the request,
the lightpath is stored in the gPPD and its state is set to
under establishment. Moreover, those resources supporting
the lightpath are blocked, thus preventing them from being
used in successive lightpath computations, while waiting to
be eventually committed. Specifically, a timeout counter is
set for every lightpath under establishment. In this way, if
no commit request is received before the timeout counter
expires, the lightpath is released and its respective resources
are unblocked. Finally, the computed route and wavelength for
the lightpath, together with the identifier of the lightpath, are
sent back to the source node of the request.

Upon receiving the route and wavelength from the cen-
tralized NPOT, the source node of the connection starts the
signaling procedures through the standard GMPLS RSVP-TE
protocol. In the case that the lightpath is successfully
established, a commit message is sent from the source node to
the centralized NPOT, containing the identifier of the lightpath
whose state has to be changed to active, and its related
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Fig. 4. Pre-reservation protocol message formats: (a) request message,
(b) reply message, (c) action message.

network resources committed. Conversely, if the signaling of
the lightpath fails for any reason, the source node sends a
rollback message, containing the identifier of the lightpath
under establishment that has to be released and its resources
unblocked.

For the sake of illustration, Fig. 4 depicts the format of the
different pre-reservation protocol messages. As seen, in the
request message, the identifiers of the source and destination
nodes, together with the identifier of the new lightpath request
(LSP Id) generated by the source node, are included. In turn,
the reply message returns the result of the request (whether or
not a route and a wavelength have been found), the assigned
wavelength, and, then, the succession of node and output
interface identifiers throughout the path. Finally, the action
message serves the purpose of informing the centralized NPOT
about the success or failure of the signaling process. In such
cases, the action to be performed is set to commit (action = 0)
or rollback (action = 1), respectively. Note that, even though
the proposed protocol is proprietary, it has been designed
to tightly match the information needed by standard control
plane protocols, such as RSVP-TE.
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Fig. 5. (Color online) Impairment-aware restoration example: a
bidirectional lightpath is established between nodes 0 and 3, and a
failure occurs on the link connecting nodes 1 and 3; m-trails 1 and 2
become disrupted.

D. Impairment-Aware Lightpath Restoration Example

Now that the enhancements to the NPOT for fast restoration
have been presented, this subsection shows an example with
all the interactions among the NPOT modules to achieve a
successful restoration. For this purpose, the scenario depicted
in Fig. 5 will be used, which represents the same network and
m-trail design as in Fig. 2.

In the figure, assume that a lightpath is established between
nodes 0 and 3, and a failure occurs on the link that connects
nodes 1 and 3. This failure affects both the active lightpath,
whose connectivity has to be restored as soon as possible, and
the m-trails supported on the failed link, namely, m-trails 1
and 2. Specifically, m-trail disruptions will be detected on the
trail termination nodes 0 and 2, respectively, where monitors
are located. These LoL events are reported to the respective
optical connection controllers (OCCs).

On detecting the failure, the OCCs also inform the
centralized NPOT about the failure state and the m-trail that
has detected it. Therefore, the failure localization module in
the NPOT can localize the failure by a simple alarm code table
lookup. Indeed, looking at the alarm code table in Fig. 2, one
can easily see that code 6 (i.e., T2 = 1, T1 = 1, T0 = 0)
identifies the failed link (1–3). After localizing the failure, the
module isolates it by updating the gPPD and gTED databases
accordingly. Next, it notifies the source nodes of all affected
lightpaths, so that they can start the restoration procedures.

In the implemented centralized restoration scheme, failure
restoration is delegated to the GMPLS control plane, in
particular, to the standard RSVP-TE protocol. Therefore, as
soon as the source node is notified about the failure, it requests
a backup lightpath computation from the centralized NPOT
for restoration purposes. The request is initially queued in the
NPOT scheduler according to its priority, until served by the
online IA-RWA module. If a feasible backup route is found,
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Fig. 6. (Color online) Test-bed used for the experiments: a 14-node
all-optical meshed transport plane with 23 links is emulated.

the lightpath is stored as under establishment in the gPPD
database, and the involved resources are pre-reserved.

Finally, the source OCC triggers the RSVP-TE signaling to
establish the backup path. Upon successful backup lightpath
establishment, the source OCC sends a commit action message
back to the centralized NPOT in order to commit the
pre-reserved resources and change the state of the lightpath
to active. Conversely, if the backup lightpath establishment is
unsuccessful, the source OCC notifies the centralized NPOT
with a rollback action message accordingly, which releases the
lightpath under establishment and unblocks the previously
pre-reserved resources.

IV. EVALUATION SCENARIO

The performance of the proposed centralized lightpath
restoration approach has been validated on the 14-node
all-optical network test-bed depicted in Fig. 6. The test-bed
describes the same topology as the 14-node Deutsche Telekom
(DT) network [23], where 10 bidirectional wavelengths per
fiber link at 10 Gbps have been assumed.

Each network node is composed of an OCC and a
wavelength selective switch (WSS) based optical cross connect
(OXC) emulator, both interconnected through the connection
controller interface (CCI). This interface runs an extensible
markup language (XML) based proprietary TCP protocol for
the configuration of the OXC. Moreover, a simple network
management protocol (SNMP) trap listener is implemented
in the OCC side to gather possible LoL alarms coming from
the managed OXC. The network management system (NMS)
implements the network management interfaces, namely,
NMI–A and NMI–T, which enable the communication to
the OCCs and the OXCs, respectively. Besides, all OCCs
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are interconnected to the NPOT through the OCC–NPOT
interface. These interfaces implement TCP-based proprietary
protocols.

The connectivity between OCCs is supported over 100 Mbps
point-to-point Ethernet links, describing an out-of-fiber control
plane configuration with the same topology as the emulated
all-optical data plane. OCCs are deployed by means of Pentium
IV Linux-based routers at 2 GHz (512 MB RAM memory)
running the whole GMPLS protocol set, that is, the standard
GMPLS RSVP-TE protocol for signaling, an extended version
of the OSPF-TE protocol able to disseminate PLI information
for routing purposes, and the GMPLS LMP protocol [30] for
the initial resource discovery, as well as the maintenance of
the control channels between OCCs.

Moreover, the centralized NPOT in the test-bed has been
deployed on an Intel Core i3 530 Linux server at 2.93 GHz.
This computer is directly connected to the FPGA board
implementing the NPOT Q-tool over a Gigabit Ethernet
full-duplex link. The specific details of the FPGA used can be
found in Section III.

The software-based emulated OXCs also run over Linux-
based machines. As depicted in Fig. 7, each OXC emulator
implements a database with the physical resources that would
be equipped in the real node. The status of these resources
is managed during the network operation. In this way, when
a lightpath is signaled and an OCC requests the allocation
of a particular resource through the CCI, the managed OXC
emulator updates the optical resource database, changing the
status of that resource from available to reserved. A slightly
more complex operation is needed for emulating failures in
the network. Specifically, link failures can be forced at any
moment from the NMS, which maintains information about
the network resources and the m-trail configuration in the
network. When a failure is forced for a particular link, the
NMS obtains the m-trail endpoint that should have LoL
due to the failure. Next, a message informing about the
failure is sent through the NMI–T interface to that node. The
m-trail endpoint receiving the message changes the state of
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Fig. 8. (Color online) Lightpath restoration blocking probability as a
function of the number of active lightpaths in the network for high and
low priority traffic classes.

the affected m-trail monitor to LoL, and triggers the failure
restoration procedures as detailed in the previous section.

The following performance evaluation approach is adopted.
Five different network scenarios with 10, 20, 30, 40, and 50
bidirectional lightpaths between randomly selected node pairs
with acceptable QoT are considered. A high or a low priority is
assigned to these lightpaths according to a 25%–75% high–low
priority ratio. In each of these scenarios, we load the network
until we have the desired number of active lightpaths. Then,
a failure is forced on a randomly selected link among those
links supporting at least one lightpath. Such operations are
performed 100 times for each scenario, ensuring in this way a
statistically relevant number of experiments.

V. EXPERIMENTAL RESULTS

Figure 8 depicts the observed restoration blocking probabil-
ity in every evaluated scenario, that is, the probability that
a restoration request is blocked due to either unacceptable
QoT or resource unavailability. As can be observed, this
probability increases with the number of active lightpaths in
the network. This can be justified by the fact that a lower
number of spare resources exist in the network. Hence, while
some lightpath restoration requests cannot be completed due
to resource unavailability, others also fail due to very long
physical routes that do not match the QoT requirements. It
is interesting to highlight that, in the scenario with 40 active
lightpaths, high priority traffic experiences notably lower
restoration blocking probability, since high priority restoration
requests are served first using the spare network resources.
With 50 active lightpaths, however, both curves get closer
again because of the general resource scarcity, as only 10
wavelengths are available per fiber link. In fact, this resource
scarcity is the main cause of the increased restoration blocking
probability observed in the highest loaded network scenarios.
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Figure 9 plots the average restoration times in the different
load scenarios, which have been additionally split into their
major contributions. Specifically, the average of the waiting
time in the prioritized scheduler, the processing time in the
NPOT, the Q-tool computation time, and the RSVP-TE backup
path signaling time have been considered. The processing time
in the NPOT comprises the total amount of time needed to
process the incoming route request once it comes out of the
prioritized scheduler, execute the IA-RWA algorithm, collect
the resulting backup path, and send it back to the source node
OCC. It can be observed that the restoration times start to
increase with the number of lightpaths in the network. This
is mainly caused by the increasing number of connections
affected per failure that have to be queued in the prioritized
scheduler until they can be processed by the NPOT online
IA-RWA module. Indeed, while the other contributions remain
quite steady, the waiting time incurred in the prioritized
scheduler highly determines the restoration time behavior.
This demonstrates the necessity of a resource pre-reservation
strategy to ensure fast resource update between successive
computations, together with priorities in the NPOT scheduler,
guaranteeing low restoration times for the high priority critical
traffic.

Focusing on the restoration time differences between high
and low priority traffic, these also increase with the number of
active lightpaths. For instance, while waiting time differences
of approximately 250 ms are observed in the scenario with 10
active lightpaths, these rise up to 650 ms in the scenario with
30 active ones. Toward higher loads, however, the restoration
times start to decrease. This can be explained by the fact that
backup routes are more difficult to find. Thus, if no available
route exists for a request, there is no need to invoke the NPOT
Q-tool, which reduces the queuing time of the subsequent
requests, still waiting to be served. This restoration time
reduction is especially noticeable for low priority lightpaths,
which are always the last ones to be served.

Number of bidirectional active lightpaths

FP
G

A
 p

er
fo

rm
an

ce
 im

pr
ov

em
en

t (
%

)

100%

80%

60%

40%

20%

0%
10 20 30 40 50

High priority
Low priority

Fig. 10. (Color online) Relative FPGA QoT estimation time improve-
ment as a function of the number of active lightpaths in the network
compared to the case where a software-based Q-tool is used.

The results in Fig. 9 also prove the scalability of
the FPGA-accelerated Q-tool that has been developed and
integrated in the NPOT. In fact, Q-tool time differences
of merely tens of ms are experienced when changing from
the scenario with 10 active lightpaths to the one with 50.
To assess the benefits of the hardware-accelerated Q-tool,
Fig. 10 compares the performance of the accelerated Q-tool
with a software-based Q-tool running along with the NPOT
over the same hardware platform. In particular, the Q-tool
time improvement achieved with the FPGA-based hardware
acceleration is depicted for the five different network scenarios
considered so far.

As shown, under light traffic loads, the improvements
remain quite low (around 20%–30%), since the number of
overlapping active lightpaths in the backup route, whose
QoT feasibility has to be checked, is generally low. However,
as more and more active lightpaths exist in the network,
which can be supported on any of the backup route spans,
QoT estimations become more computationally intensive. This
makes software-based Q-tool implementations inefficient, and
thus inappropriate for supporting critical network function-
alities like dynamic impairment-aware lightpath restoration.
For instance, in the scenario with 50 active lightpaths,
FPGA-accelerated QoT estimations take around 330 ms,
whereas they increase up to 1.5 s in the software-based Q-tool,
leading to an improvement of around 78%. The slight Q-tool
time improvement differences between low and high priority
restoration requests arise from the fact that, as they are the
last ones to be served, low priority backup path computations
face a sensibly increased lightpath overlap, as the backup
routes are typically longer than the primary ones. This
increases the computational complexity in the Q-tool, making
the software-based Q-tool perform worse in such situations.

In Fig. 11, the cumulative distribution function (CDF) of the
lightpath restoration time for both high and low priority traffic
classes has been illustrated. For these results, the entire set of
successful restorations in all network scenarios has been used.
The CDF function represents the probability that a lightpath
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restoration takes a time lower than or equal to a certain
value. As seen, the CDF of the high priority traffic grows
significantly faster than the one of the low priority traffic,
meaning faster restoration. For instance, it can be observed
that more than 60% of the high priority restorations incur
sub-second restoration times, and 90% of them are restored in
less than 2 s. Moreover, focusing on the low priority traffic,
even though it experiences longer restoration times, almost
90% of the low priority restorations are performed in less than
3 s, totally acceptable if we assign this class of service to the
best-effort traffic on the network.

For better illustration, Fig. 12 plots the lightpath restoration
time frequencies for both high and low priority traffic classes.
From the figure, most of the high priority restorations (55%)
are concentrated in the interval between 0.5 and 1 s, and none
of them experience a restoration time higher than 5 s. In the
case of the low priority traffic, it also experiences its peak (35%)
in the same interval between 0.5 and 1 s, but with a longer and
more pronounced tail that finally results in slightly increased
restoration times.

Taking all these results into account, average restoration
times of 1.16 and 1.64 s for the high and low priority traffic
have been finally obtained, respectively. Such an outcome
highlights the success of the resilience differentiation policies
applied in the NPOT, so as to meet the diversity of resilience
requirements posed by new emerging data applications.
Moreover, the obtained values represent important restoration
time improvements compared with previously reported NPOT
implementations which lack FPGA-accelerated Q-tool and fast
resource pre-reservation features for successive backup path
computations.

VI. CONCLUDING REMARKS

This paper has reported the experimental demonstration of
a dynamic impairment-aware restoration scheme implement-
ing differentiated resilience support. The proposed scheme
builds upon a centralized NPOT entity, which provides the
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Fig. 12. (Color online) Restoration time frequencies for high and low
priority traffic classes.

network with online IA-RWA, as well as failure localization
and isolation functionalities upon fiber link failures.

Through the paper, the functionality of the NPOT building
modules involved in the impairment-aware lightpath restora-
tion has been first described, followed by the presentation
of key enhancements to the NPOT functionality for fast
lightpath restoration. These include the implementation of a
prioritized scheduler in the NPOT so as to efficiently serve
lightpaths with differentiated resilience requirements, the
deployment on FPGA hardware of the Q-tool module inside
the NPOT, thus breaking the QoT estimation bottleneck in
the IA-RWA process, as well as the implementation of a
fast resource pre-reservation protocol allowing consecutive
path computations without having to remain idle until the
respective resource state updates. The dynamic impairment-
aware restoration scheme has been experimentally evaluated
on a 14-node GMPLS-enabled network test-bed deploying a
centralized NPOT accordingly extended with the proposed
enhancements for fast restoration. From the experimental
evaluation, successful impairment-aware lightpath restoration
times of around 1.16 and 1.64 s have been achieved for high
and low priority traffic, respectively. These results, totally
permissible in real network environments, leverage dynamic
restoration as a key element to provide the desired reliability
levels to the future optical Internet.
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