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Abstract—Network operators deploy optical monitors to ensure uninterrupted network operation and high quality of service. To achieve this they seek efficient design solutions that also maximize the benefit of their investments. In this work we present a monitoring technique that utilizes partial physical layer information generated by only a small set of monitors deployed in a mesh optical network to assess the quality of transmission (QoT) of all the established connections. The proposed method focuses on the placement of the monitors and on the minimization of the required monitoring equipment. We develop a heuristic that takes advantage of the attribute of certain end-to-end impairments that accumulate additively along the established lightpaths in order to find the optimum locations of a reduced number of available monitors. When monitoring a subset of the established lightpaths, it is possible to estimate the monitored QoT-related metric for all lightpaths leveraging the correlation between the connections sharing common links. The proposed algorithm efficiently selects the monitor locations that maximize the estimation accuracy. Extensive simulation studies show that the heuristic provides solutions close to the optimum and demonstrate that only a fraction of all the available monitor locations (1/4 or 1/3) need to be equipped, leading to significant cost savings. The monitor placement solutions are evaluated for core optical networks of different scales in the presence of static and incremental traffic.
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I. INTRODUCTION

In view of the rapid growth of Internet traffic, optical performance monitoring (OPM) is essential in effectively managing high-capacity, wavelength-routed optical mesh networks [1]. In such networks, degradations, which can be static or dynamic, are induced by physical layer effects and accumulate along the lightpaths (a lightpath is the combination of a route and a wavelength) that transport the data and potentially affect the performance of the network's physical layer performance, measured for instance through the quality of transmission (QoT) of the carried signals. It is therefore important for operators to use OPM in order to monitor their network at the physical layer and ensure that the network behaves as planned. In the past, techniques were proposed to monitor optical networks using partial information only, thereby decreasing the number of physical devices required to monitor the network [2]; however, the problem of placing these devices was not addressed. In this paper, we propose a monitor placement technique where monitor locations are chosen in order to maximize the accuracy of the monitoring scheme in the absence of full monitoring information in the network.

The applications of the estimation of signals' QoT based on (preferably) real-time measurements include lightpath provisioning, impairment mitigation, failure localization and maintenance. The continuous supervision of a network that can be dynamically reconfigured enables the concept of impairment-aware routing and wavelength assignment (RWA) where online connection demands can be routed based on educated QoT-constrained decisions [3]. In addition, optical monitors allow network operators to utilize the real-time feedback for dynamic mitigation of the impairments in order to meet the service level agreements established with their customers. Monitoring information can be further utilized for precise failure isolation that leads to fast and successful rerouting of the affected traffic [4] but also for fast troubleshooting of the physical failures. In this work, the topic of OPM is considered as the mechanism to assess the quality of the optical signal for any relevant application, such as those described above.

Monitoring is hence an important field in optical networking; for this reason various monitoring techniques, driven by the establishment of high-capacity optical transport that can be dynamically reconfigured, have been proposed during the past decade [5–8]. In the following, we assimilate performance monitoring (where several physical layer impairments are combined in a single metric such as the bit error ratio (BER)) to the terminology of impairment monitoring, where dedicated hardware equipment employs advanced monitoring techniques to measure individual physical layer impairments or performance metrics such as residual chromatic dispersion (CD) [9–11], polarization mode dispersion (PMD) [12,13], or the optical signal-to-noise ratio (OSNR) [14–16]. The proposed algorithms apply to both performance and impairment monitoring.

A monitoring scheme generally consists of two phases. In a first phase, during network planning, locations where monitoring devices are to be placed are chosen, using a monitor placement algorithm. This is the topic of this paper. Then, in a second phase, during network operation, the data from those monitors is collected in order to assess the performance of the network through some estimation framework. This second
phase is out of the scope of this paper, which assumes that such an estimation framework is given. Specifically, we use the “network kriging” framework to perform the monitoring step itself [2,17]. The network kriging framework enables the estimation of the end-to-end metrics for all established lightpaths, given that only a subset of those are monitored, under some assumptions which are discussed further in this paper.

Placing an impairment monitor at the end of an optical lightpath feeds the network management system with an end-to-end real-time measurement of the monitored impairment. However placing a physical monitoring device at the receiver end of every link in the network is costly. Although network operators have to deploy optical monitors to ensure uninterrupted network operation, they also seek cost-effective deployment strategies that can maximize the benefit of their investment. As mentioned above, many works have dealt with impairment and performance monitoring; however, few studied the optimal placement of the monitoring equipment in view of QoT monitoring. In fact, all monitor placement techniques focused on a single application: failure localization [18–22], where the smallest set (preferably reduced to a single network element) of possible locations of a failure needs to be determined using the minimum amount of monitoring equipment. Our paper presents a placement algorithm that is more generic; it applies to QoT metrics which are continuous, while protection-oriented placement algorithms that target minimization problems are restricted to cases where metrics are integers or binary (a component has either failed or not failed). One notable exception is [17], where a placement algorithm is proposed in the context of IP network monitoring. That algorithm is compared with our proposed algorithm further in this paper. The placement technique proposed in this paper, referred to as pseudo-monitoring (PM), exploits the feedback received by only a small set of monitors that allows us, nonetheless, to estimate accurately the corresponding end-to-end metric of the lightpaths that are not monitored.

In this paper the performance of the placement algorithm is evaluated for network topologies of various scales and is compared to other placement methods. In addition, extensive simulations were performed to investigate the proximity of the PM solutions to the optimum. The algorithm was tested under static and incremental traffic conditions. The paper is organized as follows: The network model, notations, and problem statement are given in Section II. The proposed PM placement algorithm, along with a simpler heuristic and the QR placement algorithm from [17] are described in Section III. Section IV discusses the optimization capability of the proposed algorithm and presents the results from the application of all the considered placement methods in core networks of small (e.g., nation-wide) and large (e.g., pan-European) scale; it focuses on the static case where demand traffic is given. Section V tackles the dynamic case, where the network traffic increases. Finally Section VI concludes this paper.

II. MODELING AND PROBLEM FORMULATION

A. Notations

When planning a network it is critical to allocate the available resources in a cost-effective manner. Therefore in the context of monitor deployment, the goal is to be able to monitor the entire network with a limited number of devices. As shown in [2], there exists a trade-off between the number of deployed monitors and the overall monitoring accuracy achieved in the network. However, in [2] the problem of optimal monitor placement, that is, selecting the locations for a given number of monitors such that the network monitoring accuracy is maximized, was not tackled. This is the problem we tackle in this paper, and we introduce the formalism to solve it in this section.

The monitor placement technique that we propose here applies to mesh WDM networks without wavelength conversion; however, adaptation of the technique to networks with wavelength converters is straightforward as will be seen in Subsection IV.C. Consider a network graph \( G(V,E) \) with a set of nodes \( V \) (e.g., optical crossconnects or OXC) and a set of unidirectional links \( E \). To measure the end-to-end performance metric or impairment (e.g., OSNR, CD, or PMD) of a lightpath, a dedicated monitoring device has to be placed at the receiver end of that lightpath. It is assumed here that a monitor can only be placed at the drop ports of a node or, in other words, at the termination point (drop port) of a link, as shown in Fig. 1. Each of these monitors collects measurements for all the channels that are dropped at this link. Consequently there are \(|E|\) potential monitor locations; every node can be equipped with at most a number of monitoring devices equal to the node degree.

Assume that \( L \) lightpaths are established in the network. We denote by \( R \in \{0,1\}^{L \times |E|} \) the routing matrix corresponding to those lightpaths, where \( R(i,j) = 1 \) if lightpath \( i \) uses link \( j \) and \( R(i,j) = 0 \) otherwise. Denote by \( y \in \mathbb{R}^L \) an end-to-end metric related to the QoT of a lightpath, that accumulates linearly along a lightpath. Examples of metrics that behave in this fashion are given in Subsection II.D. Column-vector \( y \) contains the end-to-end metric for each established lightpath. Some of those lightpaths are monitored, and the others are not monitored. Without loss of generality, we reorder the rows of \( R \) and the elements of \( y \) such that \( R = [R_{\text{mon}},R_{\text{non}}]\) and \( y = [y_{\text{mon}},y_{\text{non}}]^T \), where \( R_{\text{mon}} \) and \( R_{\text{non}} \) describe the lightpaths that are monitored and not monitored, respectively, and \( y_{\text{mon}} \) and \( y_{\text{non}} \) contain the metrics for the lightpaths that are monitored and not monitored, respectively.

B. Estimation Framework

Having partial information about a link-additive impairment from monitors located throughout a network, it is
possible to use a linear estimator to derive the impact of the impairment even for the lightpaths that are not monitored (Fig. 2). This work utilizes the so-called “network kriging” (NK) [17] estimation framework that essentially leverages the correlation between lightpaths that share links. In the NK framework the network traffic is abstracted through the routing matrix $R$. The accuracy of the estimates is assessed through the $\ell_2$ norm: the network kriging estimator is the linear estimator that maximizes monitoring accuracy, i.e., it returns the vector $\hat{y}_{\text{mon}}$ with minimum $\ell_2$ norm, given the routing matrix $R = [R_{\text{mon}}^T R_{\text{nmon}}^T]^T$ and the monitored data $y_{\text{mon}}$. The closed form for this estimate is [17]

$$\hat{y}_{\text{mon}} = R_{\text{mon}} R_{\text{mon}}^T (R_{\text{mon}}^T y_{\text{mon}})^+,$$  \hspace{1cm} (1)$$

where $(\cdot)^+$ denotes a matrix pseudo-inverse such as the Moore–Penrose inverse.

C. Problem Formulation

Assume that we are given only $m \leq |E|$ monitors to install in a network, where lightpaths are routed according to $R$. Then it is not possible to monitor every lightpath in the network and the QoT of any non-monitored lightpath must be estimated with the estimation framework described in Subsection II.B. Let $\mathcal{E}_m$ be the set of all subsets of $E$ of size $m$ ($\forall F \in \mathcal{E}_m: F \subseteq E$ and $|F| = m$). $\mathcal{E}_m$ represents the set of all possible monitor placements (placement of $m$ monitors). Each monitor placement (a set of $m$ locations) determines exactly $R_{\text{mon}}, R_{\text{nmon}}, y_{\text{mon}}$, and $y_{\text{nmon}}$, and hence $\hat{y}_{\text{mon}}$. In other words, the mapping $f$ such that $\hat{y}_{\text{mon}} = f(F)$, where $F \in \mathcal{E}_m$, is well defined. We define the network monitoring accuracy as the $\ell_2$ norm of the difference between the actual values of the QoT metrics of interest and the estimated QoT metrics, normalized by the $\ell_2$ norm of the actual values of the QoT metrics of interest. Hence, if we monitor some metric with actual values $y$ given a routing matrix $R$, monitor placement $M$, and unmonitored locations $P$, and if we let $\hat{y} = [y_{\text{mon}}^T y_{\text{nmon}}^T]^T$ (note that $y_{\text{mon}}$ and $y_{\text{nmon}}$ are functions of $R$, $M$, and $P$), then the accuracy of the monitoring scheme is

$$\text{rRMSE}(R, M, P) = \frac{\|\hat{y} - \hat{y}\|}{\|y\|},$$

where $\| \cdot \|$ denotes the $\ell_2$ norm. Note that the accuracy $\text{rRMSE}(R, M, P)$ is effectively the relative root mean square error of the QoT metric of interest. Hence the problem of monitor placement is to find the optimal placement $F^* \in \mathcal{E}_m$ such that

$$F^* = \arg\min_{\mathcal{E}_m} \frac{\|y - \hat{y}\|}{\|y\|}. \hspace{1cm} (2)$$

An exhaustive search to find $F^*$ is very computationally expensive since $|\mathcal{E}_m| = \binom{|E|}{m}$, and heuristics are needed to solve Eq. (2). Before presenting heuristic algorithms that solve Eq. (2), we give more details on the physical layer model.

D. Modeling of the Physical Layer

In this study a mesh network topology is considered to be traversed by a number of preplanned transparent lightpaths. Cascades of erbium-doped fiber amplifiers between spans of transmission and dispersion-compensating fiber segments form typical WDM links. The physical layer impairments that are considered here are link additive over a path, meaning that the end-to-end parameter that corresponds to the entire lightpath can be computed by adding the link-level parameters of the impairment in question. In addition, it is assumed that there are hardware devices that can effectively measure each of these impairments; the optimized placement of these devices is the goal of this work. Examples of parameters that measure those impairments are i) OSNR, ii) PMD, iii) residual CD, and iv) nonlinear phase [24]. Using a combination of those four impairments, it is possible to compute the signal’s BER in intensity-modulated (non-coherent) systems [25]. More details on the link-additivity property of those parameters can be found in [23].

For the remainder of the paper a generic impairment that accumulates additively is considered, yet in the scenarios simulated in Sections IV and V we have assumed OSNR monitoring as the targeted application.

III. Monitor Placement Algorithms

We now describe three heuristics that solve problem (2). The first algorithm (our contribution) is called “pseudo-monitoring” (PM) and greedily removes monitors (starting from a situation where each link is equipped with a monitor) to iteratively minimize the estimation error for the lightpaths that are not equipped with monitors. The second algorithm (also our contribution), called “busy link” (BL), is a simplification of the first heuristic, which is used to demonstrate that the complications of the PM algorithm are indeed needed to achieve good performance. The third algorithm, called QR, was proposed in [17].

![Diagram](image-url) Fig. 2. It is possible to use monitoring measurements collected from a subset of all the network lightpaths (LP1, LP2, LP3, LP4) to estimate accurately the corresponding end-to-end metric (e.g., OSNR) of a lightpath that is not monitored (LP5) using the “network kriging” estimation framework [2,17,23]. Placing monitoring devices at the termination points of LP1, LP2, LP3, and LP4 would allow the operator to also estimate the QoT of LP5 using only partial network information.
Input: graph $G$, links $E$, lightpaths $R$, desired number of monitors $m$, accuracy threshold $\epsilon$.
Output: $M \subset E$: hardware monitor locations, $PM \subset E$: pseudo-monitor locations.

1) Using $E$ and $R$, let $B$ be the sorted list of links in ascending busyness.
2) $M = B$: $PM = \{\}$; $c := 0$;
3) for $j \in B$ (from least to most busy link)
4) $M' = M \setminus \{j\}$; $PM' = B \cup \{M'\}$;
5) $c := \text{rRMSE}(R, M', PM')$;
6) if $c \leq \epsilon$, $M = M'$; $PM = PM'$; end if
7) if $|M| = m$; return; end if
8) end for
9) for $j \in M$
10) $\text{cost}(j) := \text{RMSE}(R, M\setminus\{j\}, B \cup \{M'\})$;
11) end for
12) Rank $\text{cost}(\cdot)$ in descending order to place monitors on the $|M| - m$ locations with lowest cost.

Fig. 3. Pseudo-monitoring monitor placement algorithm.

A. The Pseudo-Monitoring Heuristic

The algorithm (Fig. 3) is a greedy heuristic that starts by assuming that all monitoring locations are equipped and sequentially removes the monitors that contribute the least with their measurements to the estimation process (NK). The algorithm relies on the notion of a “busy link”: the “busyness” of a link is the number of connections that are terminated at this link. The busier a link, the more connections can be monitored by this link, and hence the more information a monitor located at this link can gather about the network. Note that it is not only the amount of information about the network that we can collect which matters, but also how the information collected by several monitors can be correlated. Hence, it is not always a good strategy to select the busiest links as monitor locations, as will be shown in Section IV. Given this, our proposed PM algorithm consists of three phases.

In the first phase (Fig. 3, line 1), or “preprocessing phase,” the links are sorted by ascending busyness. All links are fitted with monitors (line 2).

Then, in the second phase (lines 3–8), the list of links is scanned (line 3) and, for each link in the list, we tentatively remove the monitor installed at this link (line 4): an end-to-end metric for any lightpath terminated at this link would need to be estimated rather than monitored. We evaluate the impact of removing the monitor from this location on the monitoring accuracy as follows. We define the overall network monitoring accuracy metric $\text{rRMSE}(R, M, P)$ as in Subsection II.C for the network defined by the routing matrix $R$, monitor locations $M$, and unmonitored locations $P$.

At network planning time, physical measurements of a number of metrics such as the OSNR are not available, as real deployment of monitors would be required to obtain that data. Instead, realizing that the NK estimator can be used on any link-additive metric, we use lightpaths and link physical lengths (the total length of a lightpath is the sum of the lengths of the links of this lightpath) to compute the $\text{rRMSE}(R, M, P)$ figure of merit. If this metric is smaller than a predefined accuracy threshold $\epsilon$, then it is possible to replace the physical monitor with an estimate, and the selected location is removed for good from the list (line 6). The process repeats until only $m$ monitors are left, or when there is no more link to assess (line 7).

It is possible that, after examining all links, the algorithm has not been able to remove enough locations from the list and that $|M| > m$ locations are retained. In this case, the third phase starts in order to remove the extra $|M| - m$ monitors. In this phase (lines 9–12), for each remaining possible link/monitor location, the $\text{rRMSE}$ metric is evaluated assuming that the considered link is not fitted with a monitor (lines 9–11). This list of $\text{rRMSE}$ is ordered in descending order and links corresponding to the $|M| - m$ highest $\text{rRMSE}$ metrics are selected as additional monitor locations (line 12).

Note that any link-additive metric can be used in the planning phase to determine monitor placement, since the network kriging estimator relies on the link-additivity property. The performance of the estimator during the operation phase depends on the monitor placement and hence on the metric used during planning. Link length is a suitable metric because many impairments grow (although not necessarily proportionally) with transmission distance, and hence link length gives a good indication of the intensity of the impairments sustained by a signal propagated within a link. It is possible to use other metrics than link length in the planning phase; however, the problem of choosing and comparing the choices for such a metric is outside the scope of this paper; in addition, we will observe in Section IV that the chosen metric yields relatively small estimation errors, such that the quest for another metric to be used in the planning phase may not yield substantial benefits.

B. The Busy Link Heuristic

The busy link heuristic is a much simplified version of the PM heuristic, which essentially consists solely of the first phase of PM. Links are sorted by ascending busyness, and the $m$ busiest links are fitted with monitors. As indicated above the rationale for this is that busiest links tend to collect more information about the network.

C. The QR Heuristic

The monitor placement problem was also tackled by the authors in [17] using an algebraic method based on QR decompositions of routing matrices (further referred to as the QR method). In [17] the authors argue that the selection of routes within $R$ to minimize estimation errors amounts to the so-called “subset selection” problem (finding the set of the rows of $G$ such that the space spanned by those rows matches as closely as possible the space spanned by all rows of $R$), which is NP-complete. A good heuristic to solve this problem consists of using a QR factorization of $R$ with column pivoting to select the first $m$ left singular vectors of $R$. The reader is referred to [17, Section III-B] for further details about this heuristic.
To test the monitor placement methods, the algorithms are applied to three different meshed topologies (Fig. 4 and Table I) using traffic matrices of varying load. A traffic load of 1 corresponds to the establishment of $|V|/(|V| - 1)$ lightpaths in a topology with $V$ nodes. The placement algorithms are evaluated using the OSNR as the monitored metric. Note that the OSNR is indeed link-additive through its inverse since $\text{OSNR}_{\text{tot}} = \left( \sum_{i} \frac{1}{\text{OSNR}_{i}} \right)^{-1}$, where $\text{OSNR}_{\text{tot}}$ is the OSNR for a lightpath and $\text{OSNR}_{i}$ is the OSNR for the $i$th hop of that lightpath; hence the estimation and placement frameworks described above apply to OSNR monitoring. To evaluate the OSNR, we consider the chain of optical amplifiers that the signal traverses along a lightpath and compute the end-to-end OSNR due to the amplified spontaneous emission (ASE) noise [26]. The amplifier spans are assumed to be 80 km long, and the noise figure of the amplifiers is set at 6 dB. The $\epsilon$ threshold used by the PM algorithm is set to $10^{-9}$.

For a given load, every traffic matrix is served by an equivalent number of lightpaths computed by a $k$-shortest path RWA process assuming 80 wavelengths available per fiber in a single-rate WDM transmission system. For the Deutsche Telekom (DT) topology depicted in Fig. 4(a) that consists of 14 nodes and 46 unidirectional links, a traffic matrix of load 1 corresponds to 182 traffic demands. The demands are drawn randomly uniformly among all possible (source, destination) pairs of nodes.

Figure 4(a) illustrates the monitor placement solution returned by the PM algorithm for a certain set of lightpaths traversing the DT topology, where $m = 20$ links out of the possible 46 locations are equipped with monitors. Using a random traffic generator, 50 different traffic matrices all corresponding to load equal to 2 are fed as input to the PM, QR, and BL monitor placement algorithms for the same topology (DT). The three algorithms along with a random placement method are tested for a range of available monitors from 5 to 35 (Fig. 5). To compare their performance, the mean $rRMSE$ of all 50 traffic matrices are reported, along with error bars corresponding to one standard deviation around the mean relative RMSE. Particularly for the random placement, each of the 50 traffic matrices 50 random solutions were generated (i.e., mean $rRMSE$ from a total of 2500 solutions) for each case of available monitors. The lower the $rRMSE$ the more powerful the placement solution. PM outperforms the other techniques for the entire range of available monitors as its solutions yield the highest estimation accuracy (lowest mean $rRMSE$). Indeed it is observed that 15 locations out of the total 46 are only required to be equipped if the target OSNR estimation accuracy is 1%.

Estimation as done by the kriging framework is facilitated when the energy of the unobserved lightpaths, when projected
The averaged relative root mean square error was computed for all placement methods applied in the DT backbone network for traffic load equal to 2, i.e., 2 connections on average per pair of nodes. With the PM heuristic, 15 monitors out of the possible 46 locations are enough to yield an estimation error for the OSNR below 1%.

Fig. 6. Fraction of the energy ("energy ratio") of the unobserved lightpaths that lies in the space spanned by the observed lightpaths for the DT topology with a load of 2. The energy ratio is higher when more information about the unobserved lightpaths is known through the observation of other lightpaths with the deployed monitors.

Fig. 7. (Color online) Comparison of optimum solutions against the solutions retrieved by the three heuristics for the DT topology; the resulting error is the average of 50 randomly generated traffic matrices of load equal to 1 (top). PM and optimum relative RMSE error results for each of the 50 traffic matrices when 5 monitored locations are assumed (bottom).

B. Gap to Optimality

Having compared PM with the other methods, extensive simulations (i.e., an exhaustive search across the full solution space) are run to investigate how close PM is from the optimum placement solution. For a given topology the total number of possible placement solutions is calculated by $|E_m| = \binom{|E|}{m}$, where $E$ is the set of unidirectional links and $m$ is the number of monitors to be deployed. Consider, for instance, the DT topology ($|E| = 46$) and $m = 5$ available monitors; the total possible solutions sum up to 1,370,754. The number becomes prohibitively large for $m > 5$. Hence this effort is inevitably constrained by the required processing time and is limited to the optimum solutions for $m = 1, 2, \ldots, 5$. Obviously an operator would not install only 1 or even 5 monitors in their network as this would not allow accurate performance estimations; this range was merely selected to demonstrate the performance of PM compared with the optimum when possible.

All the possible placement solutions for $m = 1, 2, \ldots, 5$ were enumerated and evaluated using the NK estimation framework for a set of 50 different traffic matrices of load equal to 1. The optimum solution, i.e., the one with the lowest relative error, was retrieved and compared to the corresponding solutions of PM, QR, and BL as depicted in Fig. 7 (top). Taking into account the sequential nature of the heuristic and noticing the rapid decrease of the relative error of the PM solutions with the increasing number of monitors in the
various network topologies, we observe that $m = 5$ monitors (over $|E| = 46$ locations in total) is a small number for PM to display its capabilities. Nonetheless based on the simulation results, the PM algorithm approaches the optimum solution within 5% (in terms of relative RMSE gap) for the case of 5 monitors.

Figure 7 (bottom) depicts the raw RMSE for both the optimum and the PM algorithm for every considered input traffic matrix for $m = 5$; except for a small number of traffic matrices, the gap between PM and the optimal solution is fairly uniform across all the tested traffic matrices.

C. Scalability of the Monitor Placement Methods With Network Size

The optimized monitor placement is subjected to another meshed topology of the same scale as DT, yet with different connectivity characteristics. The goal of this experiment is to investigate the locations the proposed monitor placement selects in a commercial topology that is not evenly meshed, i.e., a topology where nodal degree is highly spread. It is expected that a topology with nodes that are not well connected would require more monitored locations to achieve acceptable accuracy.

The selected topology is the Polish Telecom backbone network (further denoted as TP) that consists of 14 nodes and 48 unidirectional links. As depicted in Fig. 4(b), and unlike the DT topology, TP has one highly connected node (Warsaw, degree 9) and several nodes with degree 2. As with the DT topology, PM, QR, BL, and the random selection of locations are evaluated through the relative RMSE with respect to the variable number of monitors. The results are averaged over 50 different randomly generated traffic matrices of load equal to 2, corresponding to 364 lightpaths. As shown in Fig. 8, PM demonstrates a relatively high estimation error for a low number of monitors (errors higher than with the DT topology) that, nevertheless, improves fast with additional monitored locations. With $m = 20$ monitors out of a possible $|E| = 48$ locations the accuracy is better than 1% with PM, whereas it is still above 10% with the other techniques. The other algorithms require more than 30 monitors to achieve the same level (1%) of accuracy.

Focusing on the PM and QR techniques, the experiments for the TP topology are extended for traffic scenarios with load from 1 up to 3 in order to investigate the dependence of the monitor placement techniques on the induced traffic load. As illustrated in Fig. 9, PM experiences the same sharp decrease of the relative error at every monitor addition step that converges to $< 1\%$ for $m \geq 20$ monitors regardless of the traffic load. What is more, the estimation accuracy of PM and QR (the two techniques that perform best in terms of accuracy) are not affected by the increasing traffic.

Having universal supervision of the network status with a limited amount of physical resources becomes particularly important when considering large-scale networks that may span a continent. Therefore, in addition to the standard nation-wide topologies, the optimization capability of the placement techniques is also tested in a topology of larger scale, i.e., GEANT2 (Fig. 4(c)). GEANT2 is by nature a translucent network, meaning that at least sparse regeneration of the optical signal may be required to ensure transmission with acceptable QoT. In this experiment no regeneration is assumed. The goal of this exercise is to focus on the scalability of the algorithms; besides the monitor placement techniques employed in this work do not depend on the physical lengths of the links. Note though that in the presence of regenerators the PM and QR algorithms could be adapted in the following simple fashion: consider a regenerator placed at an intermediate node of a lightpath. In the routing matrix $R$ this lightpath is replaced by two lightpaths, one being the segment of the original lightpath from the source node to the regenerator location and the second from the regenerator to the termination point. In this way this lightpath contributes with physical information both from the regenerated and the non-regenerated parts.

In the GEANT2 topology, 34 nodes are interconnected with 104 unidirectional links. The same transmission and link design parameters as in the smaller topologies are used. Again 50 different traffic matrices are generated randomly for traffic loads of 0.5 and 1, corresponding to 561 and 1122 lightpaths, respectively. The solutions retrieved by the algorithms are evaluated through their estimation accuracy (relative RMSE). As depicted in Fig. 10, PM performs significantly better than the other techniques for both traffic scenarios, demonstrating the same sharp decrease in estimation error, reaching a relative error of less than 1% for as few as 25 monitors (for a load of 1) out of a total of 104 possible locations.

V. Monitor Placement in the Presence of Dynamic Traffic

We have described in depth the performance of the proposed monitor placement algorithm (PM) when a static set of lightpaths is established in the network. In a dynamic optical network, the varying traffic can potentially affect the estimation accuracy of the deployed monitors, since lightpath terminations may vary while the monitor locations are de facto fixed at network planning time for the hardware monitors. Consider a set of deployed monitors for a given...
preplanned set of lightpaths. As traffic varies with time, new connections are getting established or existing ones are being torn down. Under such conditions the estimation accuracy of the monitoring technique may improve provided that more lightpaths terminate at monitored locations and that the monitored lightpaths provide the NK framework with enough information to estimate the unmonitored ones. The opposite effect would occur if the fraction of the traffic that is monitored becomes decorrelated with the unmonitored traffic.

In this context we examine several scenarios with incremental traffic. The investigation of a scenario with only incremental traffic was triggered by the constant and rapid increase of the IP traffic. We assume that a set of lightpaths corresponding to a traffic load equal to 1 are established in the DT backbone network. The PM algorithm is used to compute the locations for \( m = 20 \) monitors that are assumed fixed. We select 20 monitors as this is a sufficient number of monitors to accurately (error is below 1%, as mentioned in Subsection IV.A) supervise the global network traffic for load up to 3. To the initial set of lightpaths (of total load 1) we add randomly generated “chunks” of traffic, each corresponding to a load of 0.25 (i.e., approximately 46 new lightpaths per chunk of added traffic). The additional traffic was set to 0.25 because a smaller set would not allow us to observe significant modifications in the estimation accuracy. Indeed we examined several similar scenarios (for different permutations of initial and additional traffic) and we observe that as more lightpaths are added, the estimation error increases, yet not beyond 5% as shown in Fig. 11 (dotted curve with square marks).

Furthermore, the PM algorithm was used to compute the optimized monitor locations in every increasing step, as if the monitors were not fixed. As depicted in Fig. 11 the solutions (plain curve, diamond marks) are compared to the predeployed one; it was observed by detailed comparison of the placement results that only 3 mutual replacements of monitors (i.e., removal of a monitor from a certain location and placement to another) would allow the estimation error to become approximately 0 again. In this example, when the

Fig. 9. (Color online) Relative RMSE for the PM and QR monitor placement methods with respect to the number of available monitors and increasing traffic load in the TP topology. PM and QR are not affected by the traffic load and PM achieves an estimation error below 1% for \( m = 20 \) deployed monitors.

Fig. 10. Averaged relative root mean square error of all placement methods applied on the GEANT2 topology. PM achieves an estimation error below 1% for \( m = 25 \) monitored locations out of 104 available.
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traffic load becomes higher than 2, an operator may deem that the estimation accuracy is not acceptable. In such a case, moving (not adding) only 3 monitors to new locations is sufficient to decrease the estimation error back to less than 1%.

VI. Conclusion

This work leverages the correlation of the QoT of channels traversing a mesh topology and proposes a monitor placement framework that first decides the placement of the monitoring devices to a few strategically selected locations during the network planning phase and enables the universal supervision of all the established connections during network operation. The proposed heuristic (PM) outperformed other monitor placement methods in terms of monitoring accuracy or, equivalently, the number of monitors needed to achieve the same level of monitoring accuracy. It was indeed shown that through the efficient placement of monitors using the PM heuristic, only a fraction of the possible locations in a mesh topology need to be equipped—in the considered topologies only 1/4 or 1/3 of the possible monitor locations actually required a physical monitoring device in order to compute the QoT of all established lightpaths within a few percent; the unmonitored lightpaths have their QoT estimated, rather than directly measured. We also argued that the proposed technique scales well with the network size, as topologies ranging from less than 50 to more than 100 links were investigated for various static loads.

In addition, although the problem of monitoring placement is inherently a planning issue where monitors are physical devices that cannot be moved around easily during network operation, we also hinted that our placement technique is compatible with operation scenarios where the load of the network is incremental, i.e., lightpaths are added. In this case, the monitoring accuracy is little impaired by the changes in the network load, and, if an operator needs to maintain a very high monitoring accuracy even after a load increase, only a few monitors would need to be displaced, thereby reducing network operating expenditures compared with a situation where the monitoring scheme would change completely due to a change in the load.

Fig. 11. (Color online) Example of monitor placement in the presence of varying incremental traffic. Twenty fixed equipped locations computed by the PM algorithm for a traffic matrix of load 1 are studied as “chunks” of traffic and are added to the already established lightpaths. Without installing additional monitors the estimation error becomes larger than 1% for a traffic load larger than 2. It was observed by inspection that only 3 (out of 20 possible) monitor displacements are sufficient to decrease the estimation error back to less than 1%.

This paper is an extension to the work presented by the authors at OFC 2011 [27]. The authors would like to thank Dr. Siamak Azodolmolky for his valuable input during the course of this work. This work was partially supported by the European Commission through the FP7 CHRON project (258644).
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