
Optical Switching and Networking 8 (2011) 32–45
Contents lists available at ScienceDirect

Optical Switching and Networking

journal homepage: www.elsevier.com/locate/osn

Performance overview of the quasi-synchronous operation mode
in optical burst switching (OBS) networks
O. Pedrola a,∗, S. Rumley b, D. Careglio a, M. Klinkowski c, C. Gaumier b, J. Solé-Pareta a

a CCABA, Universitat Politécnica de Catalunya (UPC), 08034 Barcelona, Spain
b Ecole Polytechnique Fédérale de Lausanne (EPFL), 1015 Lausanne, Switzerland
c National Institute of Telecommunications (NIT), 04-894 Warsaw, Poland

a r t i c l e i n f o

Article history:
Received 11 December 2009
Received in revised form 18 June 2010
Accepted 22 June 2010
Available online 30 June 2010

Keywords:
Optical burst switching (OBS)
Quasi-synchronous (QS)
Analytic model
Performance analysis
Deflection routing

a b s t r a c t

Optical burst switching (OBS) is able to operate under both asynchronous and synchronous
burst departures. Although the asynchronous approach is generally assumed in OBS owing
to its simplicity and low technical requirements, it has been shown that performance
improvements, in terms of the overall burst loss probability, can be achieved under
synchronous operation. Moreover, when effective contention resolution mechanisms are
applied, such improvements are significant. Since perfect synchronization is not a viable
solution, we propose a novel operation mode with relaxed technical requirements, the
quasi-synchronous (QS) operation.

In this paper, the performance of the QS operation mode is evaluated by an exact
analytic expression, assuming a Poisson burst arrival process and a single-wavelength
scenario. This mathematical analysis is completed with numerical results that validate its
accuracy. Furthermore, we tackle the issue of not having well-aligned clock information
between network nodes by proposing a novel re-synchronization mechanism for OBS
networks. Finally, a performance study of the QS operation under different deflection
routing techniques is presented. The results show that our novel QS approach achieves
significant performance benefits with respect to the asynchronous operation while
avoiding the architectural complexity of the synchronous scheme.

© 2010 Elsevier B.V. All rights reserved.
1. Introduction and motivation

Two main features distinguish optical burst switching
(OBS) [1] from other optical switching technologies: the
transmission of large data bursts, which are aggregated at
the edge of the network, and the possibility to establish a
path dynamically andon-the-fly (i.e.,without acknowledg-
ment of the availability of transmission resources). Because
of the absence of optical buffering capabilities, the main
challenge of OBS is to deal with high burst losses that arise
due to the contention of bursts transmitted in the network.

To mitigate the burst contention problem, solutions
have been proposed based on deflection (or alternative)
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routing. All these methods allow re-routing contending
bursts from primary to alternative routes and, by these
means, alleviating congestion on bottleneck links and
achieving dynamic load balancing in the network. In this
paper, we consider the so-called offset time emulated
OBS (E-OBS) network architecture [2], which facilitates the
application of alternative routing since routing decision
can be taken freely inside the network without constraints
on the length of routing path.

In principle, the transmission of optical bursts is asyn-
chronous in an OBS network. That means that bursts are
not aligned with each other, and thus, they arrive at a core
switching node in casual instances of time. Performance
improvements can be achieved if synchronous operation
is applied: in fact, in such a case, contention may only
occur between entire data units, and better transmission
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resource utilization can be obtained with simple con-
tention resolution mechanisms [3]. Such synchronous
operation was proposed in the past for optical packet
switching (OPS) networks (see e.g., [4]), and although it has
not been widely considered in OBS networks, some rele-
vant studies can be found in the literature (see e.g., [5–9]).
Besides, in [10], we verified that, with the utilization of ef-
fective deflection routing techniques, a performance gain
of the synchronous operation with respect to the asyn-
chronous one is brought about to a verymotivating extent.
However, all these studies consider that synchronization
of data bursts is achieved by means of an input stage at
each core node, which involves the use of additional hard-
ware elements such as incremental fibre delay blocks and
switching devices. All these components and the increased
control complexity that they entail lead to a bulky and
complex structure whose viability has not been demon-
strated yet.

In this direction, we proposed a novel operation mode
for OBS networks, quasi-synchronous (QS) operation, with
the aim of reaching performance benefits close to those
obtained with perfect synchronization while keeping a
moderate hardware complexity. In the QS-OBS scenario,
we do not have the need for any intricate synchronization
device. In contrast, we assume both that network links
are designed such that the resulting propagation delays
correspond to amultiple of a given fixed time slot duration
and that bursts are released only at the beginning of such
time slots. In addition, to take into account that perfect
synchronization is practically impossible, we accept the
presence of some time deviation. The existence of this
time variation between the actual arrival of bursts and the
beginning of time slots causes the bursts to be not perfectly
aligned at the core switching nodes. For that, we refer to
the QS operation.

Specifically, we model the time deviation of the QS
transmission mode as a superposition of two different
sources, denoted as drift and skew, respectively. We con-
sider the drift as an irretrievable error due to structural
inaccuracy of the different devices constituting an OBS
node and to the physical impairments that may change the
propagation time characteristics of the different channels
of a fibre. In contrast, we consider the skew as the con-
sequence of not having well-aligned hardware clock in-
formation amongst all network edge nodes. The skew is,
hence, a retrievable time deviation error and, for that rea-
son, we propose a method to bound its value to a range
where there is no (or negligible) performance degradation.

The contribution of this paper is twofold. First, we
present the details of the QS scheme, highlighting its
architectural benefits compared to the synchronous and
asynchronous cases. In particular, we provide a detailed
performance study (through both analytic and simulation
models) both to analyse the effects of the presence of the
drifts and skews and to find a set of values that highlights
the performance of the QS scheme. Second, we compare
the performance of the asynchronous, synchronous and QS
operation modes with the support of different deflection
routing algorithms.

The rest of this paper is organized as follows. In Sec-
tion 2, we provide complete information on the anal-
ysed network scenarios. In Section 3, we first present in
detail the analytic models for all the OBS transmission
modes considered in this paper. Afterwards, we validate
the models by simulation, with special emphasis on our
novel analytic model for the QS operation in OBS net-
works. Then, in Section 4, we focus on the key parameters
in the QS-OBS network and provide values for them that
are in accordance with real OBS network scenarios. In Sec-
tion 5, we present the re-synchronization mechanism that
we propose with the purpose of maintaining such quasi-
synchronization at edge nodes. Section 6 presents an over-
all comparison between the synchronous, asynchronous
and our QS schemes under different deflection rout-
ing algorithms. Finally, the conclusions are presented in
Section 7.

2. OBS network scenarios

In this study, we consider an E-OBS network sce-
nario [2]: core switching nodes are enhanced with a pool
of fibre delay coils that is inserted into the data path at the
input port of the node. In conventional OBS (C-OBS) archi-
tectures, the processing offset time is provided at the edge
node by delaying the transmission of a burst with respect
to its control packet. In E-OBS, in contrast, the offset times
are providedbymeans of these fibre delay coils at each core
node. Thus, both the burst and control packet can be sent
together from the edge node, avoiding several problems
that result from the offset time variation inside the net-
work, a feature that is inherent to C-OBS. For instance, con-
cerning routingmanagement, it is advantageous to provide
offset times at each core node since routing decisions can
be taken freely inside the network without any constraints
on the length of the path. In contrast, in C-OBS, the maxi-
mal length of the routing path is related to the offsetwhich,
once introduced at the edge node, decreases at each hop.

In general, the transmission of optical data in the net-
work can be either asynchronous or synchronous. Altho-
ugh both approaches have been studied extensively in the
context of OPS networks, the research onOBS still concerns
mostly the asynchronous approach.

2.1. Asynchronous OBS

In asynchronous OBS networks, optical bursts are re-
leased from edge nodes at arbitrary (random) instances of
time, and they are not aligned when they arrive at core
switching nodes (see Fig. 2.1A). Accordingly, the switching
operation is performed asynchronously. The advantage of
this approach is the simplification of the burstification pro-
cess and the low complexity of the switching nodes.

2.2. Synchronous OBS

The idea of synchronous, or time-slotted, transmission
in optical networks has been considered mainly in the
context of OPS networks. In the case of a synchronous OBS
scenario, the optical bursts are aligned and transmitted
synchronously at the beginning of a fixed-duration time
slot (see Fig. 2.1B). Themain advantage of the synchronous
approach, with respect to the asynchronous approach, is
the improvement of the overall burst loss performance.
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Fig. 2.1. OBS transmission modes.
In synchronous OBS networks, since bursts travelling over
different length links may still arrive at a core node
at different instances of time, their synchronization is
achieved by means of a specialized node input interface.
For example, in [7], a time-slotted OBS architecture called
time-sliced OBS, which performs the switching in the time
domain rather than in the wavelength one, is proposed.
Such operation is achieved by means of a two-block
stage: (a) a synchronizer consisting of variable delay lines
which require feedback control information from the node
controller; (b) an optical time slot interchanger (OTSI)
consisting of optical crossbars and delay lines. However, as
the authors conclude, there is still the need to undertake
substantial additional work in order to prove the viability
of this solution. Besides [7], no further works address such
time-slotted OBS solution.

On the other hand, in [9] and [11], a variant of the
time-slotted OBS operation is proposed under the name
of time-synchronized OBS (SynOBS). The authors assume
that the length of both bursts and slots is fixed, as we do
in our QS-OBS. In SynOBS, synchronization is performed
by means of time slot synchronizers and wavelength de-
lay variation compensators. The synchronizers consist of
cascaded variable-length delay lines, also known as tun-
able delay lines, and a number of 2 ×2 switching devices.
Their duty is to synchronize incoming data bursts from dif-
ferent input ports. Examples of such a mechanism can be
found in [12]. The compensators, by contrast, are used to
balance the different speeds at which wavelengths travel
in a fibre. Assuming that the impact of delay variations
among wavelengths can be neglected, these devices may
be implemented with fixed-length delay lines. This is not,
however, the case with tunable delay lines, whose design
entails a rather complex control and structure. Note that
the node controller is in charge of dynamically adjusting
the delays applied to data streams from different input
ports so that they all become synchronized. Furthermore,
in the 2 × 2 switches, high switching speeds (i.e., in the
nanosecond range) are essential, and hence, semiconduc-
tor optical amplifier (SOA) switches are required. Both the
cost that this structure entails (i.e., substantial extra hard-
ware is necessary) and the impact that the added physical
layer impairments have on the optical signal (i.e., SOA am-
plifiers also bring out some non-desirable effects such as
power consumption, noise and nonlinearity) must be thor-
oughly evaluated before this solution can be considered
viable.

In contrast, in our QS-OBS network operating under
the E-OBS control architecture there is no need for such
extra hardware. In E-OBS, pools of fixed-length delay coils
are used at each core node to provide bursts with enough
time to compensate the processing and switching times
(i.e., what electrical memories do at edge nodes in C-OBS).
This provided time depends on the length of the delay coil
exclusively and cannot be tuned; it is fixed and defined in
the design phase of the network (we refer to [2] for more
details). In addition, this pool of delay coils can act as a
dispersion compensation unit to mitigate the chromatic
dispersion.

2.3. Quasi-synchronous OBS

In the QS scenario, there are no synchronization de-
vices; the network links are designed so that the result-
ing propagation delays correspond to a multiple of the slot
size; the edge nodes are synchronized with each other and
release data bursts at the beginning of time slots.

Since it is impossible to have all edge nodes perfectly
synchronized, we assume that there exists some skew
amongst their clocks. Moreover, we consider the presence
of a local drift which accounts for the device inaccuracies
andphysical impairments. A possible representation of this
scenario is shown in Fig. 2.2, where we model the drift
as a normal random variable and the skew as a uniform
random variable. Therefore, and due to the effect of both
the drift and the skew, bursts arriving at core nodes are
not perfectly aligned (see Fig. 2.1C), with the consequence
of having performance degradation compared to the per-
fectly synchronized case.

In order to prevent the overlapping of de-synchronized
bursts, and given that both sources of time deviation are
independent, we propose two separate solutions for their
adjustment. The problem can, therefore, be split into two
different parts.

On the one hand, to correct the effect of the skew,
we present in Section 5 a re-synchronization mechanism
adapted to OBS networks. The basis of our mechanismwas
proposed in the past in [13] for distributing well-aligned
hardware clock throughout the physical extent of a syn-
chronous processor. Its scope is to bound the skew effect
to a range of values that guarantees good performance
results.

On the other hand, to overcome the problem posed
by the drift present at the instant of burst departure, we
introduce a guard band between the bursts so that they do
not occupy the slots completely. This guard-time should
be large enough to maintain (as much as possible) the
burst alignment as in the case of synchronous operation
but not too large in order to not decrease the bandwidth



O. Pedrola et al. / Optical Switching and Networking 8 (2011) 32–45 35
Fig. 2.2. Time deviation sources in the QS-OBS network.
utilization excessively. As a consequence, the duration
of the guard-time results in a clear trade-off between
utilization and performance. Notice that, in any mode of
operation (i.e., asynchronous, synchronous and QS), a time
margin must be included between every two consecutive
bursts to allow for switching the bursts in intermediate
nodes (both to process the information and to physically
reconfigure the switches). Let us denote this margin as
the basic guard-time. Since all modes of operation require
such basic guard-time, it affects all of them equally. For
this very reason, we neglect it in all scenarios considered
in this paper for the sake of simplicity. Nonetheless,
we do consider that this basic guard-time has a fixed
value only in the synchronous approach because its input
node interfaces can re-align the bursts perfectly. In the
asynchronous and QS cases, by contrast, such basic guard-
time is not necessarily maintained constant since burst
arrivals may be affected by time variations and, as a result
of this, the basic guard-time may be either increased or
reduced. Such variations are what we define as drift. For
this very reason, in the QS operation mode, we propose
and evaluate the use of an additional guard-time whose
purpose is to minimize the impact of the drifts on the
network performance. Hereinafter in this paper, we only
consider, if not explicitly stated, the additional guard-time,
and thus, we will shorten it to guard-time.

Note that, in contrast to OPS networks, where op-
tical packets have small size and even their small
misalignment might result in a serious degradation of
performance, in OBS there is possibly a higher margin for
de-synchronization of burst transmission owing to much
larger burst durations and, as a result, much larger guard
bands. For these reasons, we expect that the results ob-
tained with the QS operation should be somewhere be-
tween those of the asynchronous and synchronous cases.

In the next section, we present an analytic model of
the drift deviation and study its impact on the node and
network behaviour. For the sake of simplicity, the ana-
lytic model presented relies on exponentially distributed
drifts. Analytic and simulation results comparing the per-
formance of the QS scheme with those of both the syn-
chronous and asynchronous schemes are also provided.
Afterwards, in Section 4 we make use of a more realistic
model of the drifts (i.e., Gaussian-distributed driftsmay fall
on either side of the node clock pulse) and provide practi-
cal values for the time slot, guard-time and drift so that in
subsequent sections the QS-OBS network performance can
be effectively evaluated.

3. Evaluation of the drift impact

To evaluate the impact of the drift on the performance
of the QS operation mode, we present a detailed per-
formance study (through both analytic and simulation
models) of the three different OBS transmission modes
considered in this paper, namely asynchronous, synchro-
nous and QS. First, we consider a single OBS node with
W wavelengths in its output port p. Then, we extend the
models to a network scenario using the reduced-load fixed
point approximation proposed in [14]. It is worth pointing
out that both the analytic and simulation studies presented
in this section are independent of the time slot size. Hence,
all drifts and guard-time values are given as a percentage of
the time slot size. An analysis assuming absolute values for
drifts (and consequently also absolute values for the time
slot and guard-time) will be presented later in Section 4.

3.1. Analytic models

We present the asynchronous, synchronous and QS
analytic models, with special emphasis on our single-
wavelength QS model. For the sake of mathematical
tractability, let us assume in our analyses that burst arrivals
can be modelled as a Poisson process with parameter λ.
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We consider fixed burst size in all cases. For simplicity,
we assume the service time µ of bursts to be equal to 1,
and, consequently, the traffic intensity ρ to be equal to
ρ = λ/µ = λ. Note that, whilst in the synchronous
case the burst size is equal to the slot size, in the QS
case it is decreased by the guard-time value used. In
the next subsections we introduce the analytic models
corresponding to each operation mode considered.

3.1.1. Asynchronous loss model
Since we are considering Poisson burst arrivals, it is

well known (see, e.g., [15]) that an output port p can be
modelled as a W -server loss system, and thus its blocking
probability (PbASYN ) under traffic intensity ρ is given by the
following Erlang-B formula:

PbASYN(ρ,W ) = E(ρ,W ) =
ρW/W !

W∑
i=0

ρ i/i!
. (3.1)

3.1.2. Synchronous loss model
Under synchronous operation, bursts are only released

at the exact instant of the slot start time. Due to the fact
that the number of burst arrivals at each slot is Poisson
distributed, we canmodel the probability of having exactly
k burst arrivals during a slot Njas follows:

P(k arrivals) = P(Nj = k) =
λk

k!
e−λ. (3.2)

Notice that, assuming a perfectly synchronized scenario,
burst loss can only occur when within a slot time the
number of burst arrivals is higher than the number of
available wavelengths at p (i.e., higher than W ). Hence,
we can analytically model the synchronous blocking
probability (PbSYNC ) as follows [16]:

PbSYNC (ρ,W ) =
1
ρ

∞−
i=W+1

P(Nj = i)(i − W ). (3.3)

Each of the three terms in the formula models a different
factor. Whilst P(Nj = i) represents the probability of
an event to happen, (i − W ) counts the number of
bursts undergoing such an event. Eventually, 1

ρ
acts as a

traffic normalization factor. Indeed, as long as ρ < 1, it
corresponds to the server utilization or occupation rate. For
example, this factor is responsible for capturing the impact
that a reduction in the service time of burstswould have on
the loss probability.

3.1.3. Quasi-synchronous loss model
In this section, we present our single-wavelength ana-

lytic model for the QS operation. In the QS scenario, each
edge node generates bursts with a certain time deviation.
This deviation can bemodelled as a superposition of a skew
and a drift. In this section, we only model the presence of
the drift. Although modelling the drift as a normal random
variable is amore realistic option, in ourmodel,we assume,
for the sake of simplicity, that the drifts follow an exponen-
tial distribution with parameter α. We also consider the
presence of a guard-time of value σ at the end of bursts.
Under QS network operation, burst loss can be caused
by two different factors. The first loss factor is the conse-
quence of a drift-based collision (i.e., a collision between
two bursts that overlap in two consecutive slots due to
incompatible drift values (see e.g., Fig. 3.1C). In the cases
represented in Fig. 3.1A and B there is no possibility for a
drift-based collision to occur. Notice that in the case 3.1B,
the condition d′ < σ is enough to guarantee that there is
not a drift-based collision between slots N1 and N2; how-
ever, by adding the condition d′′ < σ , we also prevent a
possible drift-based collision with the next slot (i.e., N3).
The second loss factor results fromanoverflow-based colli-
sion (i.e., the arrival ofmore bursts thanwavelengths avail-
able at p during one time slot). To model the drift-based
collisions, we consider arrivals in two consecutive time
slots, namely slotN1 and slotN2 in Fig. 3.1. Since arrivals are
modelled using a Poisson process, we are able to estimate
the probability of arrivals in two consecutive time slots as a
simple product thanks to the independence between time
intervals. To ease the mathematical development, we split
the computation QS blocking probability (PbQS) into two
components depending on the number of arrivals in the
first slot, giving the following structure:

PbQS(ρ, 1) = PQS0 + PQS1, (3.4)

where PQS0 refers to the case where there are no burst
arrivals in the first slot N1, and PQS1 refers to the case
where there is a positive number of arrivals atN1. Note that
PQS0 corresponds to a synchronous loss model in a single-
wavelength scenario.

As aforementioned, in the QS operation mode, there
are two different classes of burst loss, namely drift-based
collisions and overflow collisions. It is important to notice
that, in a perfectly synchronized scenario, where only
overflow collisions exist, burstW + 1 and any subsequent
arrivals are lost with a probability equal to 1 because no
more than W wavelengths are available. However, in the
QS mode, this is not true at all since earlier arrivals may
be lost due to drift-based collisions. In our analytic model,
we take this fact into account, and the term Br accounts for
such reduced probabilities. Eventually, the formulation for
the two components in Eq. (3.4) corresponds to

PQS0 = P(N1 = 0)PbSYNC (ρ, 1)

=
P(N1 = 0)

ρ

∞−
l=2

P(N2 = l)(l − 1) (3.5)

PQS1 =
1
ρ

∞−
k=1

P(N1 = k)
∞−
l=1

P(N2 = l)

×


l−

n=1

An +

l−1−
r=1

Br


,

(3.6)

where k and l refer to the number of burst arrivals at slot
N1 and slot N2, respectively. Besides, An represents the
burst loss probability caused by drift-based collisions for
the burst arrival number n at slot N2, and Br denotes the
burst loss probability caused by overflow-based collisions
for the burst arrival number r+1 at slotN2 (i.e., notice that
the first burst arrival cannot be lost due to overflow). Since



O. Pedrola et al. / Optical Switching and Networking 8 (2011) 32–45 37
Fig. 3.1. Exponential drift collision scenario.
the Br values are dependent on those of An, we are able to
derive them as follows:

Br = 1 − Br (3.7)

Br = (1 − Ar+1)

r∏
i=1

Ai. (3.8)

In Eq. (3.8), we can observe that the burst arrival r + 1
at slot N2 will not be lost due to overflow if and only if
all the preceding arrivals have been lost due to drift-based
collisions (

∏r
i=1 Ai) and it is not lost owing to its own drift

(1 − Ar+1). Hence, our goal in this study is to analytically
model An.

If we take a look at Fig. 3.1, we observe that a collision
will occur if and only if the drifts corresponding to two
consecutive reservations fulfil the following condition:

d′ > d′′
+ σ . (3.9)

Our objective is to find an analyticmodel for the calculation
of the burst loss probability, taking into account losses
that are the direct consequence of the cases where
condition (3.9) is fulfilled.

Let us start by considering the random variables Z and
U that correspond to d′ and d′′, respectively. Since we
consider a single-wavelength scenario, our interest lies
in the minimum drift value (i.e., the first burst arrivals
at each slot). Then, Z is equal to min⟨d′

1, d
′

2, . . . , d
′

k⟩,
where d′

1, d
′

2, . . . , d
′

k form an increasing sequence of
exponentially distributed drifts at slot N1. Likewise, U is
equal to min⟨d′′

1, d
′′

2, . . . , d
′′

l ⟩, where d′′

1, d
′′

2, . . . , d
′′

l form
an increasing sequence of exponentially distributed drifts
at slot N2. Note that the smaller the drift, the earlier the
arrival.

First of all, we find the cumulative distribution function
of the Z random variable.

FZ (z) = P(Z < z) = P(min(d′

1, d
′

2, . . . , d
′

k) ≤ z)
= 1 − P(min(d′

1, d
′

2, . . . , d
′

k) > z)

= 1 − P


d′

1 > z


∩

d′

2 > z


∩ · · · ∩

d′

k > z


= 1 − P(d′

1 > z)k = 1 − [1 − FD(z)]k , (3.10)

where FD(x) is the cumulative distribution function of an
exponential random variable D with parameter α, and
which corresponds to

FD(x) = 1 − e−αx
∀x ∈ [0, ∞); (3.11)

then,
FZ (z) = 1 −

1 −


1 − eαzk

= 1 − e−αkz
∀z ∈ [0, ∞), k ∈ N. (3.12)

Note that Z is an exponential distribution with parameter
αk.

Hereinafter, we assume that d′

k and d′′

l are equally dis-
tributed with parameter α. Therefore, if Z is exponential
with parameter αk, U is also exponential with parameter
αl.

The term P(Z > U + σ) refers to the probability that
the first burst to arrive at slotN2 is lost as a result of a drift-
based collision. Then,

P(Z > U + σ) = P(Z > U + σ |Z > σ)P(Z > σ), (3.13)

and if we apply the memoryless property of the exponen-
tial distribution, we have that

P(Z > U + σ |Z > σ) = P(Z > U); (3.14)

hence,

P(Z > U + σ) = P(Z > U)P(Z > σ). (3.15)

The first term is derived as follows:

P(Z > U) =

∫
∞

0

∫ x

0
(αke−αkxαle−αly)dydx =

l
l + k

, (3.16)

and the second term corresponds to

P(Z > σ) = 1 − P(Z < σ) = 1 − FZ (σ ) = e−αkσ
; (3.17)

thus, we finally have

P(Z > U + σ) = e−αkσ l
l + k

. (3.18)

Note that the above expression can only be applied when
we compute the drift-loss probability for the first burst
arrival in the second slot. For all successive new arrivals
n ∈ [2, ∞), we must take into account their arrival times
which consist of the arrival time of the first burst (i.e., U +

σ ) plus the distance between two consecutive drifts (i.e.,
d′′
n − d′′

n−1) times the number of arrivals after the first one
(i.e., n − 1). Thus, we propose the following formulation:

P(Z > (n − 1)(d′′

n − d′′

n−1) + U + σ)

= P(Z > (n − 1)(d′′

n − d′′

n−1)

+U + σ |Z > σ)P(Z > σ). (3.19)

Again, if we recursively apply the memoryless property of
the exponential distribution, we obtain the following:
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P(Z > (n − 1)(d′′

n − d′′

n−1) + U + σ |Z > σ)

= P(Z > (n − 1)(d′′

n − d′′

n−1) + U)

= P(Z > (n − 1)(d′′

n − d′′

n−1)
+U|Z > U)P(Z > U) (3.20)

P(Z > (n − 1)(d′′

n − d′′

n−1) + U|Z > U)

= P(Z > (n − 1)(d′′

n − d′′

n−1))

= P


Z
(n − 1)

> (d′′

n − d′′

n−1)


. (3.21)

Hence, we eventually have that

P(Z > (n − 1)(d′′

n − d′′

n−1) + U + σ)

= P


Z
(n − 1)

> (d′′

n − d′′

n−1)


× P(Z > U)P(Z > σ). (3.22)

Now the objective is to obtain a valid expression for
P( Z

(n−1) > (d′′
n − d′′

n−1)). We define two new random
variables, namely Q and T , that correspond to

Q =
Z

(n − 1)
(3.23)

T = d′′

n − d′′

n−1 = X − Y . (3.24)

It is easy to note that Q is an exponential random variable
with parameter αk(n − 1). However, in order to compute
the probability P(Q > T ), we have to derive the density
function of T , which corresponds to the subtraction of two
exponential and independent random variables with the
same parameter. Since the sequence is in increasing order,
we must take into account the constraint X > Y .
FT (t) is defined as

FT (t) = P(T ≤ t) = P(X − Y ≤ t). (3.25)

Now, let us define the limits of the integration taking into
account the constraint X > Y . The region is, therefore,
defined by these two inequalities:

(a) x ≤ y + t; (b) x > y. (3.26)

Hence,

FT (t) =

∫
∞

0

∫ y+t

y
fXY (x, y)dxdy

=

∫
∞

0

∫ y+t

y
α2e−(x+y)dxdy

=
1
2
(1 − e−αt). (3.27)

The density function fT (t) is obtained through the deriva-
tion of FT (t).

fT (t) =
dFT (t)
dt

=
α

2
e−αt

∀t ∈ [0, ∞). (3.28)

Therefore, now it is possible to compute the probability
P(Q > T ) for the arrival number n, as follows:

P(Q > T )n =

∫
∞

0

∫ x

0
(αk(n − 1)e−αk(n−1)x α

2
e−αy)dydx

=
1

2(k(n − 1) + 1)
∀k ∈ N. (3.29)
Summarizing, to compute the drift-loss probability for the
arrival number n ∈ [2, ∞) in the second slot, we apply the
following formula:

P(Z > (n − 1)(d′′

n − d′′

n−1) + U + σ)

= P(Z > σ)P(Z > U)P(Q > T )n. (3.30)

Finally, we can define the An values as follows:

An =


e−αkσ l

l + k
, n = 1

e−αkσ l
l + k

1
2(k(n − 1) + 1)

, otherwise

. (3.31)

A boundary condition can be inferred from this model. If
α = 0 (i.e., there is no drift at edge nodes), then An = 0
and Br = 1. Therefore, PbQS = PbSYNC (i.e., the QS loss
model becomes a synchronous loss model). Besides, it is
easy to observe that, for a large number k of arrivals at slot
N1, An will tend to a low probability value. In contrast, for a
small number k of arrivals,An will tend to a high probability
value. The same can be inferred from the number l of
arrivals at slot N2. Notice that the higher the number of
arrivals, the smaller the drift of the first burst arrival.

3.2. Analytic models validation

In order to validate the analytic models, we compare
their numerical results with those obtained through sim-
ulations.

3.2.1. Single OBS node
We first consider a scenario composed by an isolated

single OBS node with only one wavelength in its output
port p. In all of our studies presented hereinafter, we con-
sider, if not specifically given differently, the following
simulation scenario: (1) simulations are conducted on the
JAVOBS [17] network simulator; (2) the NSFNET (US net-
work) [18] network topology, which has 14 nodes and 21
bidirectional links, is the selected network topology in all
the experiments; (3) all network links have equal length
and the resulting propagation delays correspond to a mul-
tiple of the slot size; (4) each channel has a capacity of 10
Gbps; (5) the load is normalized to the link capacity; (6) the
traffic is uniformly distributed; (7) a single-path shortest-
path routing algorithm is used; (8) both the processing
and switching times are neglected; and (9) full wavelength
conversion is available at all nodes.

In Figs. 3.2 and 3.3, we present the simulation and
numerical results obtained using theQSmodelwith guard-
time values ranging from approximately σ = 0.033% to
33% of the slot size. The drifts follow an exponential
distribution with a parameter α such that E(D) =

1
α

≈

0.77% and E(D) ≈ 5% of the slot size, respectively, in each
figure. Besides, the asynchronous and synchronous cases
are used as benchmark references. As can be observed
in both figures, all simulation results perfectly match
those obtained through the analytic expressions presented
before. It is interesting to notice that whilst a negligible
value of the guard-time results in a performance close to
that of the asynchronous operation, gradual increments of
the guard-time display performances that tend towards
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Fig. 3.2. Single-node validation with 0.77% drift.

that of the perfectly synchronized case. However, as stated
earlier, we cannot increase as much as we want the value
of the guard-time, since this will result in a performance
degradation due to the overload cost that we should
pay; indeed, in order to maintain a constant load when
decreasing the size of the burst (i.e., increasing the guard-
time), the number of bursts launched into the network
is increased. As a direct consequence of these results,
it is clear that finding an optimal value for the guard-
time is of major importance in this problem. Although the
derived analytic model only concerns a single-wavelength
scenario, it allows one to gain a valuable insight into the
evaluation of the QS operation in OBS networks.

3.2.2. OBS network
Taking advantage of the analytic model presented, we

can gain more insight in the QS operation by analysing
its behaviour in a network scale. In order to obtain the
network-wide burst loss probabilitywe apply the reduced-
load fixed point approximation [14] model. It assumes
that blocking events occur independently from link to link
along any route r , where r = (l1, . . . , lk−n, . . . , lk) is
an ordered set of links which connect a source node to
a destination node. It also assumes that the routes are
predefined by means of using, for example, a shortest-
path algorithm, and thus, the load assigned to each
network link can be obtained. Then, considering a vector of
stationary link blocking probabilities, the reduced offered
load resulting from blocking can be approximated, i.e., for
any route r that crosses link lk−n, the load it offers to link
lk−n is reduced by blocking events occurred in its preceding
links, that is, links l1, . . . , lk−n−1. In order to obtain a
solution for the vector of link blocking probabilities, the
authors of [14] make use of a successive substitution
procedure for which convergence is guaranteed.

In our models, we compute the loss probability in each
network link using either the Erlang-B loss formula (3.1)
(asynchronous case), the synchronous loss formula (3.3)
(synchronous case) or the QS loss formula (3.4) (quasi-
synchronous case). Note that, in the QS case, the arrivals
are still Poisson distributed since the drifts also follow
an exponential distribution. Thus, the reduced-load fixed
point approximation can also be applied in this case.
Fig. 3.3. Single-node validation with 5% drift.

Due to the fact that our analytic model is only valid for
a single-wavelength scenario, we consider links equipped
with only one single channel. We present the results in
Fig. 3.4 for a drift equal to a 0.77% of the slot size and guard-
time values ranging from approximately σ = 0.033% to
3.33% of the slot size, and in Fig. 3.5 for a drift equal to
a 5% of the slot size and guard-time values ranging from
σ = 0.033% to 13.33% of the slot size. Note that, as a conse-
quence of having only one channel in each link, we have to
consider a very light loaded scenario in order to be able to
plot significant values of the loss probability. We observe,
in both figures, a similar behaviour to that obtained with
the isolatedOBS node. Consequently, with the use of an op-
timal value of the guard-time, we expect that the perfor-
mance displayed by the QS operation will achieve results
close to those obtained with perfect synchronization.

4. Time slot and guard-time dimensioning

The aim of this section is the dimensioning of the
two main defining parameters of the QS-OBS network,
namely the time slot size and the guard-time. Both
parameters are of crucial importance in the design of the
QS-OBS network, and hence, they impact seriously on the
network performance. They not only must be carefully
engineered in order to obtain good network performance
results, but also must be dimensioned so that they are in
accordance with the presence of the drift phenomenon in
the considered OBS network scenarios. For this purpose,
we first provide a reasonable model for the drifts, and
second, we perform a simulation study to evaluate the
impact that both the time slot and guard-time size have
on the QS-OBS network performance.

4.1. Drift model

As mentioned in Section 2, we consider that the best
way to model the drifts that may arise in a real OBS
network is by making use of a Gaussian-distributed ran-
dom variable (see Fig. 2.2). Specifically, we consider that
the drifts follow a normal distribution denoted byN(0, ξ 2),
where ξ corresponds to the standard deviation of the
random variable expressed in µs. Hence, we are assum-
ing that 68% of the drift values fall within the region
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Fig. 3.4. NSFNET analytic results with a drift equal to 0.77%.

0 0.05 0.1 0.15 0.2 0.25
NETWORK LOAD

10-3

10-2

10-1

100

B
U

R
ST

 L
O

SS
 P

R
O

B
A

B
IL

IT
Y

Analytic Asynchronous
Analytic QS, GT=0.033%
Analytic QS, GT=3.33%
Analytic QS, GT=13.33%
Analytic Synchronous
Simulation Asynchronous
Simulation QS, GT=0.033%
Simulation QS, GT=3.33%
Simulation QS, GT=13.33%
Simulation Synchronous

Fig. 3.5. NSFNET analytic results with a drift equal to 5%.

[−ξ µs, ξ µs], 95% of them∈ [−2ξ µs, 2ξ µs] and 99.7% ∈

[−3ξ µs, 3ξ µs].
We consider that, in real OBS network scenarios, drifts

are the result of the contribution of several inaccuracies. On
the one hand, there are the contributions of the inevitable
structural inaccuracy of the devices constituting an OBS
node which may introduce random time differences
between two identical bursts (e.g., control pulse activating
the lasers, inaccurate wavelength conversion, delayed
processing time, etc.). On the other hand, the physical
impairments of the fibres may change the propagation
time characteristics of the different channels (recall that
a burst can change the wavelength randomly along its
path to solve a contention); nonetheless, considering that
a signal cannot usually remain in the optical domain more
than 1500 km before requiring a full regeneration, the
effect of the wavelength walk-off can be considered to
be limited to approximately 1µs [20]. In summary, it is
reasonable to model the drift phenomenon as a Gaussian
distribution, where the majority of the bursts experience a
drift within a given region while scattered events can fall
in any zone.
4.2. Evaluation of the time slot size

In the QS-OBS network, both the time slot and guard-
time size have a strong influence on the network perfor-
mance results. Indeed, intuitively, one can remark that the
larger the time slot, the smaller the influence of the (ab-
solute) drift. Thus, whilst for the guard-time a trade-off
between burst overlapping reduction and bandwidth uti-
lization must be evaluated, for the time slot only a very
large sizewould provide the optimality. However, the time
slot size cannot be freely selected since other factors in-
herent to OBS networks must be taken into account. In-
deed, the burst assembly algorithm performance as well
as the basic guard-time alreadymentioned in Section 2 im-
pact on the time slot dimensioning directly. Notice that the
burst assembly time is limited and large time slots may
lead to inefficient resource utilization due to the incapacity
of the burst assembler to produce large bursts in time. On
the other hand, since the basic guard-time is required be-
tween every two consecutive time slots, a small time slot
size would also compromise resource utilization. An eval-
uation of the optimal time slot size for the SynOBS network
which takes into consideration the issue of both the burst
assembly and the basic guard-time can be found in [19].
Since our main objective is to evaluate the impact that
both the drifts and skews have on the QS-OBS network, the
evaluation of both the burst assembly process and the ba-
sic guard-time is left out of the scope of this paper. How-
ever, their consideration when determining the time slot
size is certainly a subject for further research on QS-OBS
networks.

In particular, here we assess the impact that the
selection of the time slot size has on the overall QS-
OBS network performance, in terms of the overall burst
loss probability, considering several guard-time values.
In order to do so, we conduct a series of simulations
on the NSFNET network topology considering links are
equipped with 16 wavelengths each, and the load is set
to ρ = 0.5. We assume two different drift scenarios,
namely ξ = 0.3 µs (see Fig. 4.1) and ξ = 0.9 µs (see
Fig. 4.2). The time slot sizes considered range from 5 µs to
100 µs, and the guard-time values from 0 to 5% of the
time slot size. The asynchronous and synchronous cases
are used as performance references again. From the results
obtained in both figures, it is easy to note that both factors
together define a clear trade-off between drift correction
(i.e., higher slot sizes benefit from larger guard-times)
and resource utilization (i.e., larger guard-times increase
the number of packets injected into the network). Whilst
larger time slots require smaller guard-times to minimize
the drift effect, smaller time slots struggle to reduce the
drift impact unsuccessfully. Indeed, in such cases, no clear
minimum is observed regardless of the guard-time value
used, particularly in Fig. 4.2.

Hereinafter in this paper, we consider a time slot value
of 30µs (amaximumburst size value of 0.3Mb considering
10 Gbps links), since we assume that this provides a
fair trade-off between the performance achieved and the
requirements it imposes on both the burst assembler and
the system (i.e., basic guard-time issue).
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Fig. 4.1. Time slot and guard-time evaluation for drifts generated by
ξ = 0.3 µs.

4.3. Optimal guard-time

In Section 3.2, we realized that a key factor for achieving
the desired performance in the QS operation is the finding
of an optimal value for the guard-time. This guard-time
results in a clear trade-off between the reduction of the
number of drift-based collisions (i.e., the increase of the
guard-time reduces the probability of fulfilling condition
(3.9)) and the increase of the number of overflow-based
collisions (i.e., tomaintain a constant load, a higher number
of packets has to be injected into the network). To analyse
the optimal value for the guard-time, we conduct several
simulations in both the SIMPLE [21] (a network that
consists of 6 nodes and 8 bidirectional links) and the
NSFNET network topologies. In particular, we run a set of
simulations in both networks considering a 30µs time slot
and links equipped with 8, 16 and 32 wavelengths. The
results for the NSFNET network topology are presented in
Fig. 4.3 under two different load scenarios, namely ρ = 0.5
and ρ = 0.6.

Fig. 4.3 clarifies the concept of the aforementioned
guard-time trade-off. It is easy to observe that the value
of the guard-time cannot be freely increased since it
implies strong performance degradation. It is also relevant
that, by considering a higher drift, the minimum point
moves to higher guard-time values (right-hand side of the
figure). From all the results obtained, we can conclude that
under scenarios falling inside the typical OBS operating
range (i.e., scenarios such that the network-wide burst
loss probability ∈ [10−3, 10−6

]), there exists an optimal
range for the selection of the guard-time. Despite the fact
that we present the results for ξ values up to 3 µs (recall
that ξ represents the standard deviation of the Gaussian-
distributed drift model), we assume that this value, as
mentioned in Section 4.1, should not exceed 0.9µs. Taking
this fact into account, we plot in the figure the optimal
range for the guard-time. We observed in further analysis,
not includedhere, that in such a range the optimal value for
the guard-time does not depend either on the topology or
on the number of wavelengths or the load. It is interesting
to see that in such an optimal range there are only
insignificant differences in the performance obtained. For
these reasons, we select a guard-time value of 0.5 µs (i.e.,
Fig. 4.2. Time slot and guard-time evaluation for drifts generated by
ξ = 0.9 µs.

Fig. 4.3. Optimal guard-time study.

1.67% of the slot size for a 30 µs time slot) which implies a
reduction of the fixed burst size to 0.295 Mb. Hereinafter
in this paper, we consider the 0.5 µs guard-time as the
optimal value for all ξ ∈ [0.3 µs, 1.5 µs]. Notice that the
optimal guard-time range can also be spotted in Figs. 4.1
and 4.2.

5. Evaluation of the skew impact

Reaching a perfect synchronization at the edge nodes,
so that all have the same clock information all the
time, is practically impossible. Therefore, we assume that
there exists some skew amongst their clocks. In the next
subsections, we first evaluate the impact of the skew in the
performance of the QS operation, and later, we propose a
novel scheme to reduce the negative impact of such skew.

5.1. Performance degradation due to skew

In order to evaluate the skew impact, we consider that
each edge node has clock information with a certain time
deviation from their network counterparts. In particular,
we assume that this time deviation can be considered
constant in time within the µs–ms scales (i.e., it changes
at a larger time scale). In our model, we consider that
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Fig. 5.1. Skew impact on the QS-OBS network performance under a load
of 0.4.

(at a given time) each node has its own skew value; thus,
we assign to each node a value generated according to
a uniform random distribution that can be defined as
U(0, ϕ), where ϕ represents the maximum skew value
expressed in µs.

To evaluate the degradation introduced by the skew,
we present in Figs. 5.1 and 5.2 the results obtained under
QS operation making use of the guard-time value obtained
in Section 4.3, that is, a guard-time equal to 0.5 µs (i.e., a
burst size of 0.295 Mb in a time slot of 30 µs). We consider
driftswith ξ values ranging from0µs to 0.9µs. In the cases
at hand, we assume links equipped with 16 wavelengths
each and a network load equal to ρ = 0.4 and ρ = 0.7,
respectively, in each figure. In the x-axiswe plot values ofϕ
ranging from0 to 15µs (i.e., 50% of the slot size).Whilst the
left y-axis displays the performance degradation in terms
of the network-wide burst loss probability, the right y-axis
gives a percentage figure that is computed according to the
following formula:

Degradation[%] =
BLPϕ − BLPϕ=0

BLPϕ=0
∗ 100, (5.1)

where BLPϕ corresponds to the network-wide burst loss
probability for a particular ϕ. For the sake of readability,
in the figures we only plot the performance degradation of
the 0.6 µs drift case.

As was to be expected, the performance of the QS op-
eration is strongly worsened as a consequence of the pres-
ence of the skew. However, we noticed that there exists
a region of interest for values of ϕ up to approximately
0.9µs of the slot size (referred to as the safe region in both
figures) where no degradation is observed (i.e., the perfor-
mance obtained remains nearly flat) and up to 1.8 µs for a
25% degradation. Therefore, our objective is to devise a so-
lution that is able to permanently guarantee that the skew
present in the network falls within that safe region or, at
least, within acceptable performance levels (e.g., 1.8 µs
region).

5.2. Skew re-synchronization mechanism

In our study, we assume that the skew values may
vary slowly and not faster than in a minutes scale. In
Fig. 5.2. Skew impact on the QS-OBS network performance under a load
of 0.7.

fact, external factors such as changes in temperature
or a voltage drift could cause transitions in the skew
values. Therefore, wemust also guarantee that the devised
mechanismachieves its objectivewithin a time scale that is
not affected by possible skew transitionswithin such high-
order scales. In consequence, aside from reaching the re-
synchronization of the network, this mechanism also has
to achieve it within an acceptable convergence time (e.g.,
within the milliseconds scale).

We propose a novel re-synchronization mechanism
adapted to OBS networks. The basis of this technique is
an averaging scheme proposed in [13] for distributing
a well-aligned hardware clock throughout the physical
extent of a synchronous processor. In fact, the averaging
scheme, with minor variation, is used by many computer
networks to maintain coherent notions of absolute time.
The goal of this scheme is that all skew values converge
to a common value. For our purposes, this final value is
not significant, and it is only the final uniformity that
matters. In this simple scheme, the skew of each local
clock is driven towards the average skew of its topological
neighbours (i.e., nodes that are directly connected by a
physical link to a particular node). In this way, when all
nodes have the same skew, all driving forces are zero and
a stationary point is reached. It is clear that, in order to
execute this mechanism inside a network, an exchange
of information is needed. To convey such information
inside an OBS network, we take advantage of burst control
packets (BCPs). It is worth pointing out that contention
between BCPs is generally neglected in OBS networks, and
thus, the performance of the mechanism is not dependent
on the load.

To explain our OBS-averaging scheme, let us first define
Lx as the local clock reference at node x and RTTy,x as the
round-trip time between neighbouring nodes y and x (we
assume each node computes the RTT to its neighbours by
sending periodic pings through the control channel). Node
x includes the time information Lx in each of its BCPs. A
node y is able to compute its current clock skew relative
to node x as

δ(y, x) = Ly −
RTTy,x

2
− Lx. (5.2)

The exact skew can be determined if all values in (5.2) are
exact. However, some uncertainties could be present, for
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Fig. 5.3. Unique identifier usage in the re-synchronization mechanism.

instance, due to possible variations of the node processing
time. This could introduce evaluation errors, and therefore,
affect the synchronization process. Nevertheless, in Sec-
tion 5.1, we show that a region of 0.9µs or even of 1.8µs is
acceptable in the skew synchronization; thus, uncertain-
ties causing errors that fall within such region do not im-
pact negatively upon the entire process.

Once the network operation is started, each node x
includes in every BCP it generates the following tuple:

⟨Lx, IDx⟩, (5.3)

where IDx is a unique identifier that is assigned to each
different value of Lx; that is, every time Lx is updated, a new
anddifferent unique IDx is assigned to Lx. This stamp is used
to prevent a node fromupdating its local clock before it has
updated the clock information from all of its neighbours.

Fig. 5.3 clarifies how the identifier is used. At any time
node A receives a BCP coming from any of its neighbours,
it extracts the carried tuple and updates the information
concerning this neighbour. To store this information,
node A maintains two databases with information related
to each of the nodes constituting its set of topological
neighbours K = {n1, n2, . . . , n|K |}, or, in this particular
example, K = {B, C,D}. The first one (upper left-hand
side) stores the unique identifiers that are being received.
The value of a unique stamp is updated if and only if
the newly received value differs from the stored one.
Accordingly, once an update of any identifier is performed,
its corresponding time information is also updated in the
second database (upper right-hand side). For the sake of
clarity, we have not depicted how node A sends its IDA to
nodes B, C and D.

Hence, node A cannot update either its LA or its IDA
until it has updated information from all of its neighbours.
As shown in Fig. 5.3, once A has a new identifier for all
of its neighbours, it proceeds to update its local clock
information according to the information stored in the
time database (i.e., clock skews). Note that we illustrate an
update on the identifier by replacing IDA with ID′

A. In order
to update LA, node A performs the following two steps:
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Fig. 5.4. Convergence for skew values generated by U(0, 10).
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Fig. 5.5. Convergence for skew values generated by U(0, 20).

(1) Skew average computation: △A =
1

|K |

∑|K |

i=1 δ(A, ni)

(2) Local clock update: LA = LA+ △A.

In the event of a node not sending any control packet,
which will prevent the mechanism to continue working
properly (i.e., notice that nodes do not update their local
clocks until they receive information fromall neighbouring
nodes), our mechanism makes use of an additional time-
out reference to avoid such a deadlock state and trigger an
automatical re-start of the re-synchronization mechanism
without taking that particular node into consideration.

In order to analyse the convergence properties of the
mechanism, in this particular experiment, we consider the
real length of the NSFNET network links. Hence, we have
both correct information on propagation delays and a valid
estimation of the convergence time. To point out that it
is the uniformity that matters and not the final stationary
point, we present in Figs. 5.4 and 5.5 the results obtained
using two different uniform distributions for the skew,
namely U(0, 10) and U(0, 20). In the figures, each line
represents the value of the skew in one of the nodes. In
these two different cases, the stationary points are found at
approximately 4.8 µs and 9.7 µs, respectively. In spite of
the difference found between them, in both cases a nearly
perfect re-synchronization is reached at about 200ms after
the mechanism is triggered. Note that this implies that the
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time-out, utilized to prevent that a node not sending any
control packet alters the re-synchronization procedure,
must be enough larger than this value, and can be set up
to 10 s, for example.

As a conclusion, these results show that the skew effect
can be completely erased from the network when our re-
synchronization mechanism is effectively applied.

6. Deflection routing support in a QS-OBS network

In this final section, we present the results of the per-
formance of the QS operation for OBS networks making
use of the optimal guard-time value of 0.5 µs (i.e., a burst
size of 0.295 Mb) found in Section 4.3 and also considering
that the skew impact in the network can be bounded to
negligible values thanks to the re-synchronization mech-
anism presented in Section 5. However, this time, and in
order to improve the performance of the synchronous
strategies with respect to the asynchronous one, we con-
sider routing algorithms that make use of effective deflec-
tion routing policies. To be precise, we evaluate the per-
formance of the following deflection techniques: (1) load-
based reflection routing algorithm (LBRR) [22] (without
resource pre-allocation); (2) reflection-based deflection
routing (RDR) [23]; (3) multi-topology routing (MTR) [24];
and (4) conventional deflection routing (DR) [25]. For com-
parison purposes, we use a time-to-live (TTL) field in the
control packets that limits the number of hops a burst can
undertake.

First, we analyse the behaviour of the QS operation
regarding the number of wavelengths in each link. For
this purpose, we consider the LBRR algorithm under both
32 wavelengths (see Fig. 6.1) and 64 wavelengths (see
Fig. 6.2). A reflection routing algorithm allows sending a
contending burst towards a neighbouring node (reflection
neighbour) on the condition that this reflection neighbour,
after receiving the burst, will intend to return the burst
back or, in other words, reflect it. In this study, we set the
maximum number of reflections a burst can undergo to
three. We provide the results for the QS operation under
drifts corresponding to three different ξ values, namely
0.3µs, 0.9µs and 1.5µs. In the plot, the asynchronous and
synchronous cases are included as benchmark indicators.
As can be seen, even for high values of ξ , such us 1.5 µs,
the improvement of the QS operation with respect to the
asynchronous operation is noticeable in both cases. In fact,
as the number of wavelengths increases (see Fig. 6.2), the
impact of the drift is substantially lessened (i.e., the more
channels that are available, the more chances a burst has
to find a compatible drift). Therefore, the performance
improvement achieved by the QS operation becomes,
inside the typical OBS operating range, approximately
an order of magnitude, which is a very significant figure.
It is also worth mentioning that, with the increase of
the number of wavelengths, the performance gain of the
synchronous case with respect to the asynchronous one is
also significantly improved.

Second, we evaluate the performance of the QS op-
eration with respect to both the asynchronous and
synchronous cases considering all the aforementioned de-
flection routing algorithms. In order to fairly compare the
Fig. 6.1. QS performance using the LBRR algorithmwith 32wavelengths.

Fig. 6.2. QS performance using the LBRR algorithmwith 64wavelengths.

different strategies, the TTL is set to six hops more than
the shortest-path route. To be precise, since the MTR algo-
rithm applied to the NSFNET network only allows under-
going a maximum of three deflections per burst (i.e., MTR
divides the NSFNET topology into four different layers), we
also set the maximum number of reflections a burst can
undergo to three in the LBRR algorithm (i.e., the aforemen-
tioned six hops). In this case, the number of wavelengths
per link is set to 32 and the load injected into the network
to ρ = 0.65. This load value has been selected in order
to obtain burst loss probability values which fall inside the
typical OBS operating range. The results obtained are pre-
sented in Table 6.1. We also include the results obtained
under shortest-path routing (SPR). In all the five different
cases, the performance improvement obtainedwith the QS
operation (considering a drift with ξ = 0.3 µs) is higher
than 77%, and in some cases, approximately an order of
magnitude (e.g., LBRR and RDR algorithms). Notice that the
benefit is slightly less under the SPR algorithm. It is, hence,
possible to achieve significant improvements when the QS
transmission mode is used together with effective deflec-
tion routing techniques.

7. Conclusions

In this paper, we have proposed a novel QS operation
mode for OBS networks aiming to achieve performance



O. Pedrola et al. / Optical Switching and Networking 8 (2011) 32–45 45
Table 6.1
Performance comparison between the asynchronous, synchronous and
QS transmission modes.

Routing algorithm Asynchronous QS (0.3µs) Synchronous

SPR 6.33 ∗ 10−3 1.60 ∗ 10−3 1.30 ∗ 10−3

DR 7.74 ∗ 10−4 1.76 ∗ 10−4 2.19 ∗ 10−5

MTR 4.08 ∗ 10−4 7.94 ∗ 10−5 2.82 ∗ 10−5

LBRR 1.33 ∗ 10−3 1.94 ∗ 10−4 3.18 ∗ 10−5

RDR 9.37 ∗ 10−4 1.45 ∗ 10−4 5.57 ∗ 10−6

results close to those obtained with perfect synchroniza-
tion. We contrasted the architectural benefits and require-
ments of theQS schemewith those of the synchronous one.
We also showed that with the use of effective deflection
routing techniques the performance improvement of the
synchronous mode with respect to the asynchronous one
is brought to a very interesting range. Therefore, the idea
of devising a novel architecture, without the technical re-
quirements imposed by the perfectly synchronized case,
such as our QS operation mode, gains momentum.

For this purpose, we considered two different sources
of time deviation in our QS-OBS scenario, namely skew
and drift. We developed an analytic model to test the
performance of the QS operation in both an isolated node
and the NSFNET network topology. The model presented
is exact for the case when the drifts are exponentially
distributed. Through numerical examples, and with the
use of a more realistic distribution of the drifts, an
optimal range for the selection of the optimal guard-
time value was found. We also observed that within the
region of interest such a value is not dependent on any
network parameters. In order to correct the skeweffect, we
proposed an averaging scheme that effectively limits the
impact of this time phenomenon. Thanks to this scheme,
the performance of the QS operation remains unaffected.
Eventually, we performed a set of simulations to study
the behaviour of the QS approach when deflection routing
policies are applied.

Themain benefit of the proposedQS transmissionmode
is the significant improvement attained with respect to
the asynchronous mode in terms of the overall burst loss
probability. In the specific examples considered in this
paper, improvements as high as an order of magnitude
have been observed when the QS transmission mode is
used together with effective deflection routing algorithms.
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