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Summary

Core optical networks using reconfigurable optisalitches and tuneable
lasers appear to be on the road towards widesmleldyment and could evolve to
all-optical mesh networks in the coming future. Natter which architecture is
considered, the main goal of these architecturestoisprovide the required
infrastructure for end-to-end connection establishinin a cost effective manner.
Efficient planning and operation of transparentiacgtnetwork introduces interesting
challenges, which are addressed in this study.

When selecting a lightpath (route and wavelengthlputing and wavelength
assignment (RWA) algorithm for a transparent anghacent network has to take into
account the physical layer impairments as wellh@swavelength availability. With
static traffic (i.e., network planning), the entget of connection requests is known in
advance, and the static (off-line) RWA problem efitisg up these connection
requests is named the offline impairment aware RIWAARWA) problem. There are
quite few proposals that address the resiliencepaotiction issues in the IA-RWA
algorithms for network planning. In static (offdp case, there is enough time
between the planning and provisioning (i.e., aclightpath establishment) processes
such that any additional equipment required by s can be deployed. In this
context, the main goal is to accommodate the wtleteand set.

In a dynamic traffic scenario, the connections ragested in some random
fashion, and the lightpaths have to be set up edeate In dynamic traffic scenario,
there is little time between planning and provigign and demands are generally
processed one at a time. It is assumed that themtkrset must be accommodated
using whatever equipment is already deployed inrtgigvork. Thus, the IA-RWA
proposal must take into account any constraintegds/ the current state of the
network, which may force a demand to be routed @veub-optimal path. One big
challenge for IA-RWA algorithms is the Quality ofahsmission (QoT)-awareness,
in the sense that they must ensure (during admigsiatrol) that all lightpaths in the
network meet a QoT constraint (e.g., BER) withastupting previously established
lightpaths.

In addition to simulation studies, experimental anche analytical models are
available to evaluate the performance of the prepoalgorithms. None of the
surveyed works considers the inaccuracy of the ipalysmpairment information
(analytically computed or measured) into their IR algorithms. The proposed
adaptive IA-RWA algorithms simply change their dgmns assuming that the
physical information are completely accurate.

In the first chapter, the evolution of optical netking, the hierarchical model
and layered models, along with the evolution offigurable optical networks and
planning and operation of them is compiled.



In the second chapter of this Ph.D. dissertatiocomprehensive study on
current proposals on impairment aware optical netiug is compiled. The general
approach to address the IA-RWA problem can be divid two main categories. The
first trend utilizes traditional RWA algorithms amdter selecting the lightpath the
physical constraints are verified. The second aggras to use some metrics, which
are related to the physical layer impairments a$ obthe links in order to compute
the shortest path(s). The physical impairments BRWA algorithms can be
incorporated in control planes using various indéign schemes.

Evaluating the performance of the physical layett Hre impact of physical
layer impairments on the optical signals playsmapdrtant role. In the third chapter
(Chapter 3) the physical layer impairments, thdassification and impacts, the
proposed models and also the QoT estimator, whichtilized in the contributed
algorithms are presented. In fact the QoT estimiatone of the key building blocks
for impairment aware planning and operation of agtnetworks.

The contributed impairment aware network planningo@hm, which is
namedoffline Rahyab,is presented in Chapter 4. The contributio®fine Rahyab
is four-fold. First, the offline Rahyab by design a novel IA-RWA that natively
accounts for dedicated path protection; secondlexi®d heuristic algorithm from the
literature to better include QoT related impairnseahd to consider the dedicated
path protection is enhanced and its performanch efitine Rahyab is compared.
Third, an ILP-based RWA formulation, from the stafehe-art algorithms at the
time of impairment aware planning study is enhantednclude QoT requirements
and also to incorporate protected demands and ffegfiormances under similar
performance evaluation framework are compared. fbeel heuristic algorithm
performs better than the selected algorithms utfiisame assumptions. Finally, a
potential usage afffline Rahyab as a re-routing strategy is demonstrated. difiene
Rahyab algorithm solves the offline traffic problem insaquential manner. Initially,
it orders the connection requests according to sappopriate criterion and then
serves the connections on a one-by-one basis. dimartts are served in a way that
the impact of establishing each demand (lightpatal#ishment) on the currently
established lightpaths will be minimized.

The online Rahyabis the contributed algorithm for the dynamic otwark
operation mode. This algorithm is compiled in Cleapb. Online Rahyab is
formulated as a multi-constraint IA-RWA problem.dar approach the cost of a link
is a vector (and not a scalar) with entries behggindividual link impairments and
other link parameters. This conceptual approadwalla different and more efficient
handling of the impairment©nline Rahyab uses the Multi-Constraint Path (MCP)
framework based on a single mixed metric for conmgué couple of candidate paths
between source and destination nodes, for a dyndemtand. This strategy could be
based on the well-known Dijkstra shortest path r@lgon. Furthermore, this MCP
engine can be exploited for diverse routing fortgeton purposes (e.g., 1+1
protection) or generik-shortest path algorithms. The performance of psefdo
algorithm is compared with other online IA-RWA algbms. A variation of this
algorithm, which considers the availability of tbgtical performance/impairments
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monitors in the network within the routing and wiavegth assignment process to
compensate for the inaccuracies of the QoT estimaalso presented.

The design and development of DICONET Network Pilagiand Opeartion
Tool (NPOT) is compiled in Chapter 6. The key inattwon of DICONET is the
development of a network planning and operation tesiding in the core network
nodes that incorporates real-time assessmentstmfabfayer performance into IA-
RWA algorithms and is integrated into a unified ttohplane. The modular design of
NPOT paved the way to incluaéfline Rahyab as the IA-RWA planning module of
NPOT. The result of performance evaluation of NO&1d a similar tool (i.e.,
DIAMOND) is also presented. The conclusions andifeitworks are presented in
Chapter 7. The key contributions of this Ph.D. gtoan be summarized as follows:

* A comprehensive literature survey on impairmentrawgptical planning and
operation. Classification of impairments and theRWA proposals

* Design and development of an offline IA-RWA algbnt for planning of
transparent optical networks. The contributed atllgor considers the
dedicated path protection demands. The performaricéhe contributed
algorithm is compared with enhanced algorithms ftibenature.

* Design and development of an online IA-RWA alganitlior the operation
mode of transparent optical networks. This algarmitlalso considers the
inaccuracy of the QoT estimation.

* Design and development of the DICONET NPOT. The wmeddesign of
NPOT paves the way to consider different moduleanrnntegrated network
planning and operation tool. Tloéfline Rahyab is included in the NPOT and
its performance is also evaluated and reportedignRh.D. dissertation.

1 - The contributed publications are compiled irpApdix B.
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Chapter 1:

1. Evolution of Optical Networks

Back in the mid-1990s, telecom industry experiencihse wavelength
division multiplexing (DWDM), which enables a siegbktrand of optical fibre to
carry multiple channels of information using mukipwavelengths of light. In
DWDM technology, each wavelength of light requiras optical transceiver to
convert an electronic stream of digital data imoogatical signal and back again. The
cost of optical transport system is dominated by tost of those transceivers,
essentially because optical signals have to bestuimto electronic signals and back
again to optical domain whenever they need to beetbfrom one fibre to the next.

The elimination of this conversion between the agdtand electronic domain
and therefore the required transceivers was the idaa in the late 1990s. This idea
led to the concept of optical add-drop multiplexif@ADM) hardware that could
route a signal in the optical domain enabling wearigth to add or leave a network
node. The initial OADMs were fixed devices and ophg-determined wavelengths
could enter or leave the node. In order to increhseevel of flexibility, networks
would have to include optical equipment that colokdprogrammed from a remote
network operation centre, enabling an operatohtmge the routing on demand. The
reconfigurable OADMs could save operating cost loyiaating the need to send a
technician to a network node to install or configuhe optical equipment. The
ultimate vision could be a flexible and dynamiciogit network, in which an operator
could simply call for network capacity without wgimg about the physics of the
underlying optical link.

Realizing the 1990s dream of fully automated arexilile networks has
proven more difficult than expected. The first nefegurable OADM (Marconi’'s
SmartPhotonix PMA-32 ROADM) supported 32 wavelesgtthowing in two
directions, usually labelled ‘east’ and ‘west’, atwlild be used in a point-to-point or
ring network topology. This ROADM used a ‘broadcastd select’ architecture,
which meant splitting the incoming optical signatween the drop and straight-
through paths, and then using wavelength blockerseliminate individual
wavelengths on each path. On the add ports whermalsi were injected to the
network, banks of tuneable lasers (transmittergsgweed to insert new wavelengths.
This early ROADM design had two limitations: 1) kaof architectural flexibility
and 2) add/drop ports on the front faceplate wesso@ated with specific
wavelengths. Tuneable lasers overcome the lattatalion for the add ports, but
dropped wavelengths had to be routed to a spdaifeplate port. If that port was not
connected to a router, then a technician wouldl s¢iéd to go to the network node
and change a patch cord manually. However, the dorimitation prevented the
device to be used in complex network configurati@ugh as the interconnected rings
or mesh topologies that carriers were starting smtwso they could increase the
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efficiency of their networks. In fact, a mesh netkvés more robust in the event of
failure because there are more alternative routessa the network to choose from; it
also enables more efficient use of capacity, bywatig carriers to route traffic away
from hotspots to links that are less heavily u$éelv ROADMSs are being developed
that are not restricted in wavelength or port aedtion, and so can support mesh
networks. These next-generation ROADMs may helpblenshe flexible optical
networks that were promised more than a decade ago.

Next-generation ROADM equipment is the fastest gngwsegment of the
optical equipment business. This growth has beabled because of developments
in two key optical components: the tuneable laserd the wavelength-selective
switching (WSS) technology. Although there are mapplications for tuneable
lasers, one of the most important once is in thestageneration of ROADMs. WSS
can route each incoming wavelength independentigni® of many output ports as
depicted in Figure 1-1. WSS modules are the bugldilocks for ROADMSs that can
handle any wavelength on any port (and so are krasvoolourless'’) and can connect
signals flowing in any direction on any port to asther port (hence 'directionless’).
Three WSS modules are needed to support each d@men a colourless ROADM.
This means that a colourless ROADM for use in aenod a ring needs six of the
switches, while a ROADM for use in a four-connegtioode on a mesh network

would need 12 switches.
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Figure 1-1: WSS can route any wavelength of incomgnsignal to any of its output ports.

Although the optical components for flexible netk®rare maturing, the
intelligent control software still needs work. Thein candidate to control optical
networks is an established protocol called Gers=dli Multi-protocol Label
Switching (GMPLS). It offers many of the key furmis necessary, such as the
ability for a network node to discover the topolagfyits nearest neighbours and to
deliver real-time inventory reports, which show e&ka where equipment and
bandwidth are available in the network. The protogiso enables, among other
things, service creation, routing optimisation amgtomatic protection switching.
Through GMPLS, control software can understandréiseurces that are available in
the network. The software can also be programmdt wmformation about any
constraints that exist, especially in the opticamadin, so that it can route around
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them. Routes may be selected to promote geogralplecsity (e.g., diverse routing),
or to save cost and/or energy. In all-optical neksp certain links could also be
excluded from use in complex routes because theathv@uality of Transmission
(QoT) would be below a certain threshold. Therésags been a trade-off between
flexibility and distance, because the analoguecaptignal gradually degrades and
will eventually need to be regenerated.

Historically, the contents of each wavelength hawelergone electronic
processing at different nodes in the network. Asdize of the network is increased,
this necessitated the use of a huge amount ofretectterminating and switching
equipment, which presented challenges in cost, poaensumption, space
requirements, heat dissemination and maintenanicee Sptical technology can
operate on a spectrum of wavelengths at once, andoperate on wavelengths
largely independently of their data rate, maintagnsignals in the optical domain
allows significant amount of equipment to be eliated from the network and
provides a scalable path for network growth.

The hierarchy of optical networks, layered archuesd model, configurable
optical networks and eventually network planningd avperation processes are
compiled in the rest of this chapter.

1.1 Hierarchy of Optical Networks

Optical networks can be segmented into multiplegggohical tiers, with key
differentiator among the tires being the numbercbénts served, the required
bandwidth, and the geographical coverage of thevar&t One such segmentation is
depicted in Figure 1-2. At the edge of the netwottisest to the end-users, the access
tier is located. This tier distributes/collectsffiato/from the clients of the network.
Access networks generally serve tens to hundredsliehts and span a few
kilometres. The metro-core tier is responsible dggregating the traffic from the
access networks, and generally interconnects a euofbcentral offices. A metro-
core network typically aggregates the traffic afubands of clients and spans tens of
hundreds of kilometres. Moving down the hierarcdgyeral metro-core networks are
interconnected via regional networks. A regionalwaek carries the portion of the
traffic that spans multiple metro-core domains, adhared among hundreds of
thousands of clients. The geographical coveragmetfo-core networks extend to
several hundred to a thousand kilometres. Intefonag traffic is carried by the
backbone network. Backbone networks may be sharemh@ millions of customers
and typically spans thousands of kilometres. Treraitteristics of a tier are important
in selecting an appropriate technology. For exampleereas the backbone network
requires optical transport systems with very lacgpacity over long distances, that
same technology would not be suitable, not woulbdeitcost effective in an access
network. The particular implementation may alsdedifacross tiers. For instance,
with respect to WDM technology, backbone networksegally have a 80 to 160
wavelengths per fibre, regional networks have rbugtd to 80 wavelengths per
fibre, metro-core WDM networks have anywhere frono 80 wavelengths per fibre
and access networks typically have no more thaa\&lgngths.
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Figure 1-2: Networking hierarchy.

There is a recent trend in telecommunication ingust ‘blur the boundaries’
between tiers in the mentioned hierarchy. Telecoperators are looking for
technology platforms that are flexible enough todeployed in multiple tiers of the
network, with unified network planning and managemeaystem to simplify
operations [CSO07].

1.2 Layered Model

Layered network architecture is shown in Figure T{8 application layer on
top includes all types of services, such as voideo, and data. The intermediate
layer encompasses multiplexing, transport and &witc based on electronic
technology. For instance, this layer includes the&rhet Protocol (IP) routers,
Ethernet switches, and Synchronous Optical Netvykéhronous Digital Hierarchy
(SONET/SDH) switches. Each of these protocols hapadicular method for
partitioning data and moving it from source to degion.

Figure 1-3: Layered architecture model.
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The payloads of the electronic layer are passédetoptical layer, where they
are packed into wavelengths. In this model, thacaptayer is based on WDM
technology and utilizes optical switches that aapable of dynamically routing
wavelengths. Thus, the bottom level of this modmh @lso be considered as the
‘configurable WDM layer’. Note that it is possilfier the application layer to directly
access the optical layer, as depicted in Figureby-the optical access services. This
capability could be desirable to transfer very éaggreams of protocol and format
independent data. By transporting the services &etelp in the optical domain, the
optical layer potentially provides what is knownpaetocol and format transparency.
However, so far these services are not materializ@dactical networks.

One issue with carrying services directly in wangkhs is that the network
can be difficult to manage. Network operations bansimplified by using standard
framing that adds overheads for management. Feéaros, the SONET and SDH
specifications define a standard framing formatdptical transmission, where the
frame includes overhead bytes for functionalitytsas performance monitoring, path
trace and Operation, Administration, and Mainteea{©AM) communication.
SONET/SDH is commonly used as the interface toobtecal layer; standards exist
to map services such as IP into SONET/SDH frames.

Compared with SONET/SDH, the Optical Transport Netw (OTN)
architectural paradigm provides benefits such asensdficient multiplexing and
switching of high bandwidth services, enhanced mooimg capabilities, and stronger
forward error correction (FEC). OTN provides afanrm method of multiplexing a
range of protocol types, essentially by providingieneric digital wrapper for the
payload. It is envisioned as a step towards networkvergence, where carriers can
support multiple services with a single networkheat than deploying parallel
networks. OTN has gradually entered commercial etafkowever, there is still a
great deal of deployed legacy SONET/SDH-based eugrip.

1.3 Configurable Optical Networks

The initial driver for automated configurability dfie optical networks was
the normal uncertainty in traffic demand forecastd churn that occur in a network.
Churn is the process of connections being estaalisimd then later torn down as the
demand pattern change. It is difficult to foredast precise endpoints and bandwidth
of the traffic that will be carried in a networkufhermore, while most of the traffic
has historically been fairly static, with conneatibolding times on the order of
months or longer, there is a subset of the traffet has a much shorter lifetime,
leading to network churn. Besides, as operatorsenaovay from protection schemes
where the backup paths are pre-established, caoabdity is needed to dynamically
create a new path for failure recovery (i.e., negton).

Therefore, it is desirable that the network is aldeadapt to the demand
prediction inaccuracies, changing demand pattams network failures; moreover, it
IS necessary that the process be automated tonalienthe labour cost and potential
errors involved with manual intervention and couof@fion. The infrastructure and
distributed intelligence to enable automated cam@gility are collectively known as
the control plane. This is in contrast to the tgflic centralized management plane
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that has traditionally been responsible for netwamerations such as fault,
accounting, performance and security management.

Various organizations have developed standardsuppast of the control
plane. For instance, the ITU has developed the rAatally Switched Optical
Networks (ASON) architecture, and the Internet Begring Task Force (IETF) has
developed Generalized Multi-Protocol Label Switchf&GMPLS) paradigm. These
specifications and standards include signallingquals to automate control of the
optical network resources, and connection estabkstt. Some of the relevant
standards and specifications can be found in [SPIRFC3945], and [ITU06]. A
more detailed discussion of this topic can be fon{@RS03].

GMPLS includes three models for interacting witke thptical layer: peer,
overlay and augmented. In the peer (or integratemel, the IP (or other elements of
electronic layer) and optical layers are treated asgle administrative domain, with
IP routers having full knowledge of the network dtgmgy. The IP routers can
determine the entire end-to-end path of a connedticluding how it should be
routed through the optical layer. In the overlaydelp the IP and optical layers are
treated as distinct domains, with no exchange ofimg and topology information.
The IP layer is essentially a client of the optilzgler and requests bandwidth form
the optical layer as needed. The augmented modal hgbrid approach where a
limited amount of information is exchanged betwksers.

Given the amount of information sharing in the pe@del and the potential
trust issues between the layers (e.g., the IP atidab layers may be operated by
different operators), the overlay and augmentedeisodre generally more favoured
by telecommunications operators. In the overlay ehothe boundary between the
client and the optical layers is called the Usetwdek Interface (UNI). Signalling
specifications for the UNI have been developedh®y IETF as well as the Optical
Internetworking Forum (OIF) [SDI04], [OIF04].

As protocols for automated configurability (e.g.MBLS) have begun to
make their way into operator networks, the needujgport more advanced dynamic
services has emerged. In one flavour of dynamicices, the application requests a
connection and requires that it be established regwidly. For instance in large-scale
distributed computing, there may be hundreds ofmders that continually need to
change their interconnected pattern as the comepntavolves. In a second type of
dynamic applications, very high-bandwidth transmisss periodically required for a
short period of time. The need for the network ueses is often known in advance.
Grid computing, which is a mean of sharing distiol processing and data
resources, is a good example of this kind of appibois. This may require that huge
data sets be disseminated to multiple locatiorasviary short period of time.

1.4 Network Planning and Operation

Before planning or operating, a network should beperly designed. The
network design phase, encompasses the up-front wack as selecting network
nodes, laying out the network topology to interaectnthe nodes, selecting the
transmission and switching systems to deploy (elmosing the line rate, modulation
format, etc.), and what kind of equipments to dgmb a particular node. Network
planning is more focused on the details of howcmbanmodate the traffic that will be
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handled by the network. For instance, network glagnncludes selecting how a
particular demand should be routed, protected aodnged, and what wavelength in
the transmission system spectrum should be asstgriedn network planning phase,
there is sufficient time between the planning apération process such that any
additional equipment required by the plan can b@ayed, which typically occurs
before a network is deployed. In planning phasereths usually a large set of
demands to be processed at one time. Thereforepdhrefocus of the planning phase
is on accommodating the whole demand set (also krasatraffic matrix).

In the operation phase, there is usually little etitmetween arrival of the
demand and provisioning, and demands are gengradlgessed one at a time. The
assumption here is that the demand should be sarsed) whatever equipment
already deployed in the network. Therefore, therajpen phase should consider any
constraints posed by the current state of the nm&taod deployed equipment. This
could force a demand to be routed over a sub-oppata.

The main focus of this Ph.D. study is on the plagnand operation of
transparent optical networks with consideration tfog physical layer impairments.
Therefore in the next two chapters the topic ofampent aware optical networking
is presented in more details and in Chapter 3,ptinsical layer impairments and
evaluating the quality of transmission (QoT) wi# bompiled. These three chapters
will pave the way to present the contributed alionis for planning and operation of
transparent optical networks.



Chapter 2:

2. Impairment Aware Optical Networking

During the past couple of years, optical networkihgs undergone
tremendous changes and the trend clearly showsdautien path towards lower cost
(CAPEX and OPEX) and higher capacity. Apart frorasth costs, there are concerns
regarding the physical space requirements, enesggunption and heat dissipation.
These changes have been governed by developmemésvadrking capabilities (e.g.,
more wavelengths, higher line rates) and emergpgications (e.g., tele-presence
applications). The optical network evolution wasused on providing more capacity
in a cost-effective manner. With respect to theicapttransmission systems, this
evolution can be translated to denser WDM transomssystems (i.e., 80 to 160
wavelengths per fibre) operating at higher linesate.g., 10 Gpbs, 40 Gbps or even
100 Gbps), and coarser granularities at switchieegll [BSB08]. Furthermore,
providing static and high-capacity pipes is no kengufficient to address the
demands of emergindynamic applications. Therefore, a dynamic and configwabl
optical layer and control plane, which is able ¢ove dynamic requests, is the direct
consequence of the mentioned trend. However, alhese requirements should be
addressed utilizing a cost-effective solution.

b) Translucent
(Optical bypass)

-
l. :-\(‘Vi Optical Node E’ OEO Regenerator
Tk,

QOEQ

(a) Opaque egerywhere

(c) All-optical

WDM Link

Figure 2-1: Evolution of optical networks: a) Opaque, b) Translucent (optical-bypass), and c)
All-optical (Transparent).

Optical network architectures are evolving fromditional opaque networks
toward all-optical (i.e., transparent) networksdepicted in Figure 2-1. In opaque
networks, the optical signal carrying traffic unglees an optical-electronic-optical
(OEO) conversion at every switching (or routing)dao Given the practical and
economical considerations, the transmission reddaptical signals is limited (e.g.,
2000 to 2500 km) [SIim05]. To go beyond this trameptireach of optics limit, signal
regeneration is essential te-amplify, re-shape ande-time the optical signal (also
known as 3R). Regeneration simply improves theityaf the optical signal. The
OEO conversion enables the optical signal to rdadly distances; however this
process is quite expensive due to several factaris as the number of regenerators
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required in the network, the dependency of the emign process to the connection
line rate and also to the modulation format. An Ol@le, especially one based on
electronics, will have its own scalability issuedated to cost, space requirements,
power consumption and heat dissipation. As the sfzepaque networks increases,
network designers and architects have to consid®e relectronic terminating and
switching equipments, which presents challengesast, heat dissipation, power
consumption, required physical space, and operatommaintenance costs.

One approach to address these issues is the sparstly placed electrical or
optical regenerators [STLO8]. In principle, regeiiem can be accomplished
completely in the optical domain (e.g., [SKMIG], [HGB'05]); however, regeneration
in the electronic domain (i.e., OEO conversiomgtib the most economic and reliable
technique. All-optical regeneration is a relativelgw technology that is not mature
enough and is still an area of active research amynfronts. The lack of practical all-
optical regeneration, gives rise to the intermediaptical network architectures,
which are identified as translucent [STO7] or ogticypass [Sal03] networks.
Translucent network architectures have been prapesea compromise between
opaque and all-optical networks. In this approacket of sparsely but strategically
placed regenerators is used to maintain the addegt&vel of signal quality from the
source to its destination. This approach in faoiielates much of the required
electronic processing and allows a signal to renrathe optical domain for much of
its path. Since optical technology can operate gpextrum of wavelengths at once
and also can operate on wavelengths independetiteaf line rate, keeping the
signals in optical domain brings a significant costluction due to removal of
electronic processing equipments [CDGO06]. This nemh@lso paves the way for
lower power consumption, heat dissipation and space requirements. Optical-
bypass core WDM networks using reconfigurable a@ptiadd/drop multiplexers
(ROADMSs) and tuneable lasers appear to be on tlel towards widespread
deployment and could evolve to all-optical meshwoeks based on optical cross
connects (OXCs) in the coming future. No matterolharchitecture is considered,
the main goal of these architectures is to proviwerequired infrastructure for end-
to-end connection establishment.

In optical networks, a lightpath is an optical patablished between a pair of
source-destination nodes. The demand set (ordrafitrix) in the network is the
collection of lightpaths that must be establishEde term “demand” represents an
individual request for lightpath establishment.tlhe context of network planning,
some demands are permanent and are referred teramment Lightpath Demands
(PLD) or Static demands. The other categories afadels are defined as Dynamic
Lightpath Demand (DLD) or Dynamic demands for shortwhich demand requests
have a finite lifetime (i.e., start and end) [EZI§]. In this case two variants of DLD
can be distinguished (See Figure 2-2):

Scheduled Lightpath Demands (SLD): The activationet (, date,) and

lifetime of these demands are known in advancevisioming of layer 1

Virtual Private Networks (VPNSs) falls under thistegory. Since SLDs are

pre-planned, they may be considered as a wholagltine network planning

or operation phase.

Ad-Hoc Lightpath Demands (ALD): This category of niends is

characterized by the fact that their arrival timédte,) and also their lifetime
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are not known a priori. These two parameters @eiyal time and duration)
may be modelled in general by two random processes.

Demand sets
(Traffic Matrix)

Permanent Lightpath Demands (PLD) or Dynamic Lightpath Demands (DLD) or
Static demands Dynamic demands
L] I Li
Scheduled Lightpath Demands (SLD) Ad-Hoc Lightpath Demands (ALD)

Figure 2-2: Demand set (traffic matrix) categories.

Each lightpath is created by allocating a singlevelength (assuming
wavelength conversion is not present) throughowt path. If the allocated
wavelength for a given lightpath remains the saromss all fibre links that it
traverses, then the Routing and Wavelength AssighrfRWA) [ZIMO0O0], [RS95],
[Rou01] is said to satisfy the wavelength contipudonstraint. However; if a
switching node is equipped with a wavelength cosieer facility, then the
wavelength continuity constraint disappears andolging problem will be reduced
to normal routing in circuit-switched networks, wéehe only limiting factor is the
number of available wavelengths on each link.

Previous studies have already investigated the Rddblem as summarized
in [ZIM0O0]. The RWA problem is known to be NP-Cosmtgl. In much of these
works, the assumption is that the network is tallyoptical, where all intermediate
regenerations (i.e., OEO conversion) are eliminatétso in most RWA proposals
the optical layer is considered as a perfect trasson medium and therefore all
outcomes of the RWA algorithms are considered \afid feasible. The reality is that
the actual performance of the system may be ungatgepfor some of the lightpaths.
For this reason the incorporation of physical lay@mpairments in
translucent/transparent optical network plannind eperations has recently received
some attention from research communities. Either ghysical layer impairments
(PLI) are considered as constraints for the RWAIigileas (i.e., physical layer
impairment constrained) or the RWA decisions aredenaonsidering these
impairments (i.e., physical layer impairment awahe)he latter, it is possible to find
alternate routes considering the impairments, wimlethe former the routing
decisions are constrained by physical layer impams. However, for simplicity, in
the rest of this dissertation the generic Impairtsé&ware RWA (IA-RWA) term is
used.

Since the reach of optical signals is limited, soameount of intermediate
regeneration is necessary in carrier backbone mk$wnolrherefore the IA-RWA
problem will be inevitably coupled with regeneratiplacement problem [PPKO08], in
which the network designers are trying to plan dedign translucent (or optical-
bypass) networks with optimal number of regenenatdes for a given network
topology and demand set (i.e., traffic matrix). Tegenerator placement problem is
also known to be NP-Complete [PPKO08], [ZIMOO].

The key contributions of this Ph.D. study are naadglorithms for planning
and operation of optical networks. In order to mepbe state-of-the-art and current
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proposals for impairment aware optical networkinggre than a hundred recent
papers, and considering 28 different metrics, werected, reviewed and ranked.
The result of this study is compiled in this chaptes an introduction to impairment
aware optical networking. IA-RWA algorithms and ithalgorithmic approach,
classification of IA-RWA proposals, resilience armlotection consideration,
performance metrics of IA-RWA algorithms, and ewedly impairment aware
control plane extensions are compiled in this mhiiiion. Discussions and Chapter
summary will conclude it.

2.1 IA-RWA Algorithms

In this section, the algorithmic approach for sodvthe IA-RWA problem and
the classification of the different IA-RWA proposain the surveyed literature is
presented. This section also includes a descrigtidhe performance metrics and the
methods adopted to evaluate the different proposals

2.1.1 Algorithmic Approach

In general the algorithmic approach for the IA-RW#oblem can be
categorized either as sequential approach basesbme heuristic or meta-heuristic
algorithms, which usually give a sub-optimal sauati or combinatorial approach,
which searches for an optimal solution.

The classic RWA problem (i.e., without physical dayimpairments
constraints/awareness) is NP-complete [ZIJMO0O0] &g tts optimal solution cannot
be found in polynomial time using any known aldomt The IA-RWA problem
introduces additional difficulty to the RWA problesince it involves a number of
physical layer-related constraints. To tackle ¢helsstacles the RWA problem can be
decomposed into two sub-problems, namely, a royf)goroblem (i.e., choice of a
suitable path) and a wavelength assignment (WAplpro (i.e., allocation of an
available wavelength for the selected path). Thanheproblem can be solved
separately. When treating routing and wavelengtligament steps separately and
individually, each step can be further broken itwto components: (1) search and (2)
selection. The first step concerns the search gmtaf candidate paths/wavelengths,
which may be also the subject of appropriate ongeconsideration. The second step
is a decision function that operates on the gisrdalate set.

As already mentioned, further simplification of theRWA problem can be
achieved with the application of a heuristic (ortankeuristic) algorithm, which can
be used to solve any of the R and/or WA sub-probleilthough such a
decomposition of the RWA problem does not guararigeeptimal solution, still the
computation time can be reduced considerably.

2.1.1.1 Heuristics

Since the IA-RWA problem involves additional phyditayer constraints,
which in most cases are verified using complex yital models of physical
impairments, the complexity of the proposed alyong are significantly important.
Therefore most of the IA-RWA algorithms, reportedthe literature are based on
simple heuristics.
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Regarding the routing sub-problem, a variety ofristic algorithms can be
found in the literature and, in general, they asda on the shortest path (SP) routing
algorithm (e.g., Dijkstra algorithm). Among theségaaithms, two classes of
algorithms can be distinguished, namely, singlépauting algorithms and multi-
path routing algorithms. The latter are also knoem k-shortest path kiSP)
algorithms. In any SP-based algorithm there iss @ weight) parameter assigned
to each network link. This parameter should hawdtag properties and it is used by
the algorithm to find a path of a minimum overadist The link cost may simply
represent a hop distance (i.e., uniqgue and sinttet for all links) or it may
correspond to the link state and then it involvesk Icongestion or physical
impairment-related information.

Regarding single-path routing, a number of IA-RWeogmsals follow the
minimum hop SP approach as reported in [PPKO08],HRB], [PCB07], [HHMO05],
[CMS'04], [CCMO6] , [ZNCO07], [HBPO7] and [HBSO07]. As for the calculation of
PLI-aware link costs, the simplest metric which hdditive properties is the physical
distance [ZNCOQ7]. Other IA-RWA algorithms use tlraklcost that is a function of
the residual dispersion parameter [Cld4], the Four Wave Mixing (FWM)
crosstalk [MMKO8], the Q-factor [ZNCO7], or the sei variance [HBP07]. In this
last case, both linear and non-linear impairments r@presented by the noise
variance. This solution may be preferable sinceseweiariances are additive hop by
hop.

Some IA-RWA methods introduce modifications to 8 routing algorithm.
For instance, the Minimum Coincidence and DistafddNCOD) algorithm
[MSM?07] computes the paths that minimize the distamckethe number of shared
links, while the Least-Congested algorithm [CCM@@hs at balancing the network
load. Besides, an impairment-constraint-based §étitim, which takes into account
the utilization of network resources and the plaisicnpairment due to FWM
crosstalk, was proposed in [MMKO08]. Finally, an ptsl Bellman-Ford shortest path
algorithm that deals with multi-objective, consttabased lightpath provisioning was
proposed in [CCMO05].

IA-RWA algorithms based on multi-path routing algoems operate on a set
of pre-calculated alternative paths. Since thedbspare in usual the shortest paths,
such class of multi-path algorithms can be alserretl to ak-Shortest Pathk{(SP)
algorithms. In some cases the set of candidatespathestricted to disjoint paths
[PPK?08].

Similar to the single-path routing, in the multitpaouting the cost metric can
be related to the hop count as utilized in [EZ8], [SYZ'07], [YRO5], [MST07],
and [CAV'04] or can be PLl-aware. The distance metric issingplest PLI-aware
link cost ([PPKO08], and [PZWO08]). Also, other physical impairments, such as
Polarization Mode Dispersion (PMD), Amplifier Spaneous Emission (ASE) noise,
Crosstalk (XT), Chromatic Dispersion (CD), and @ilConcatenation (FC), can be
adopted to represent the link cost [TV04]. Besides, many proposals consider a Q-
factor as a link cost. This cost can be based ahtime Q-factor measurements
collected from devices [DS05] or can be calculadedlytically either as the worst

1- The physical layer impairments (including FouaW Mixing) are presented in great detail in
Chapter 3.
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case Q-factor penalties [PRO8] or taking into account linear [KTf@5] and non-
linear impairments [MS07]. More complex link cost formulations may conia
number of parameters, such as information abown@mgting modules, the number
of available and total wavelengths, and the limgté [YSRO5].

Once candidate paths are found, the selection ofpropriate path is
performed either sequentially or in parallel. le former a sequence of re-attempts is
performed until the first available path that comeplwith the given performance
requirements is found [YRO5], [CA04], [CPV'07]. In the latter the path, which is
the most suitable according to a given decisioteia is selected [SYD7], [JFO4].
The search among multiple alternative paths camipiemented by the Breath-First
Search (BFS) algorithm [YRO5], and [JFO4]. BFS drie examine all nodes of a
network graph in some systematic way in order f@ae all possible solutions.

The wavelength assignment subroutine operates osetaof candidate
wavelengths that are given on a previously seleatating path (or paths). The set
may be ordered, according to a given policy, orrdaered, i.e., the wavelengths are
treated in a round-robin way. Wavelength orderingswproposed in [HBO6] as a
technique to select the wavelength with lower numike adjacent-port crosstalk
terms. As an extension to this method, the WA diigor in [HBP'07] initially
considers the wavelengths that are most separatae@rins of frequency. Then
wavelengths are analyzed in an optimal order toimize the frequency separation.

Given a set of candidate paths, the wavelengthctsete phase can be
performed either sequentially or in parallel. Thsssimilar to the routing sub-
problem. In the sequential approach, the first aocupied wavelength that satisfies
network-layer and physical-layer constraints isesid. Such a First-Fit (FF)
selection method has been considered in a largebaumf IA-RWA proposals
[EZK'06], [PPKO08], [CCMO05], [PCBO7], [CMS'04], [MBA'03], [YSRO5],
[CCMO6], [YRO5], [HBP**07], [HKO5], [SYZ*'07], [PWO06], and [PZ\W08]. On the
contrary, some IA-RWA algorithms try to look thrdugall of the candidate
wavelengths so as to find the Best-Fit (BF), ilee, most appropriate one [CCMO05],
[HHMO5]. For instance, the wavelength of the loweslization in the network can
be selected based on the network state informgtie@n at the sources node, as in the
Least-Loaded algorithm [MSN7]. Finally, a random selection, which means
choosing randomly amongst the available wavelengtis be performed [RDB9],
[HBP?07]. It is well known that wavelength blocking pedfility of a random WA
algorithm is worse than that of the FF algorithndN®O0]. Nonetheless, since the
random algorithm tends to spread the wavelength agess the network, the
crosstalk effects might be limited [RD3D].

Some of the proposed WA algorithms make a decitiased strictly on
physical layer impairments. An example can be a&t4re algorithm presented in
[MMKO08] which aims at minimizing the FWM crosstaiéfect. This algorithm has
been proposed in two versions, namely, to perfoitinee FF or BF wavelength
selection. Another two algorithms can be foundRBID'06] and while one of them
focuses on the selection of the lightpath withhighest Q-factor, the other addresses
the fairness issue and it also minimizes the impé&dhis lightpath on the already
established lightpaths.

Apart from separate R and WA solutions, there areesheuristics that intent
to solve the IA-RWA problem jointly. To achievedhgoal theA* algorithm, which is
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a shortest path algorithm derived from the Dijkstlgorithm, has been proposed in
[MBL 08]. TheA* algorithm relies on a layered network graph teatérived from a
network graph by multiplication of links and vedgby the number of corresponding
wavelengths. Thanks to the layered representatfolinks and wavelengths in a
single graph the algorithm is able to find an appiede lightpath in one algorithmic
step.

Another example can be the Minimum Crosstalk (M@p&thm [ZPS07].
For each wavelength, MC runs a SP algorithm to ftaddidate routes. The link
weights are constant and equal to the physicalléngths. For each candidate route,
the number of crosstalk components along the rautealculated. Among all the
candidate routes, it chooses the route at the wagti with the minimum crosstalk
intensity.

Finally, the Best-OSNR algorithm that jointly assgo a given request a path
and a wavelength in order to maximize the OSNR praposed in [CCMO06]. In
Table 2-1 the reported heuristic algorithms arersaneed.

Table 2-1: Heuristic alc.;orithms in IA-RWA

Routing

Single-path

Hop-based Shortest Path [PPK08], [RDF'99], [PCB'07],
[HHMO5],  [CMS'04], [CCMO§],
[ZNCO07], [HBP*07], [HBS®07]

PLI-aware Shortest Path [CMS™04], [ZNCO07], [MMKO08],
[HBP*07]

Modified Shortest Path [cCCMO5], [MMKO8], [MBL'08],

[MSM*07], [CCMO6]

Multi-path (route calculation)

Hop-based k-SP [EZK'06], [SYZ'07], [YRO5],
[MST#07], [CAV'04]
PLI-aware k-SP [PPK?08], [YSRO5], [KTM'05],

[MST07], [TVM'04], [PZW"08]

Multi-path (route selection)

Sequential (re-attempt) [YRO5], [CAV'04], [CPV'07]
Parallel (best one) [SYZ'07], [JF04]
Wavelength Assignment
First-Fit [EZK™08], [PPKO8], [CCMO5],

[PCB'07], [HHMO5], [CMS'04],
[MBA'03],  [YSRO5],  [DSO05],
[CCMO6], [YRO5], [HBP?*07], [HKO5],
[SYZ*07], [PW06], [PZW'08]

Best-Fit [HHMO5], [CCMO5]
Least-Loaded [MSM*07]
Random [RDF'99], [HBP*07]
Pl-aware [MMKO8], [PBOS], [PZW708],
[PBD'06]
Routing and Wavelength Assignment
Minimum Crosstalk [ZPS'07]
Best-OSNR [CCMOS6]

2.1.1.2 Meta-heuristics

Apart from the heuristic-based algorithms, thereaisclass of IA-RWA
algorithms that exploit meta-heuristic methods. ae¢uristics are very attractive as
far as they do not involve complex mathematicaifglations and, at the same time,
they allow the convergence to an optimum solutioough successive iterations.
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The Ant Colony Optimization (ACO) is one of metadhistics applied to
solve the IA-RWA problem [LS05], [PW06], [PZW8]. ACO is characterized by
ant-like mobile agents that cooperate and stoataistiexplore a network. The agents
build iteratively solutions based on their own mmf@tion and on the traces (called
pheromones) left by other agents in network nobitethe proposed IA-RWA method,
the ACO algorithm calculates the path on a hop-tyy-tbasis. The next hop is
calculated based on pheromone values of the nokiehvaccounts for the OPM of
the links. The algorithm is capable of the disttdol calculation of a multi-
constrained path under restrictions resulting fr&®E noise and optical power
budget.

Another IA-RWA algorithm [LCAO03] makes use of a &tic Algorithm
(GA). A GA operates on a set of solutions calleghypation. In each of iterations
appropriately selected solutions from one poputatiwe used to form, through a
number of operations, a new population that is etqueto be a better one. The
proposed IA-RWA algorithm attempts to compute dtiigith in such way that the
average blocking probability and the usage of aptaevices, such as wavelength
converters and amplifiers, is minimized. Both ASkse and PMD are considered as
physical impairments.

To solve the problem of survivable lightpath prassng in a translucent
network the Tabu-Search (TS) meta-heuristic has agplied [YSRO05]. TS is a
neighbourhood search method which tries to avoitsll minimum by accepting
worse solutions and by using the solutions’ sediistory. In the proposed solution,
the TS algorithm operates on a set k6P, wherek is dynamically changing
according to the direction of improvement. This @dee feature improves the
efficiency of the method. As for the physical lay@pairments, both PMD and ASE
noise are used.

Finally, in [MSM'07] the authors propose a Predictive Algorithm (RX)the
IA-RWA problem. The main idea of this algorithmtcs apply the branch prediction
concept originally used in the computer architextarea. In optical networks, the
algorithm selects the lightpath based on the histbrprevious connection requests.
The main advantage of this algorithm is that it banused in distributed routing and
it does not need any update messages with gloladorie information in order to
compute the lightpath. The physical impairment abered by this algorithm is the
maximum transmission distance. Meta-heuristic dtigors are summarized in Table
2-2.

2.1.1.3 Optimization methods

The last class of methods considered for IA-RWAéased on the network
optimization theory. The network optimization medBcare usually appropriate for
off-line optimization of network resources as wa$ for on-line and centralized
lightpath provisioning. Among the solutions presehin the literature, most of them
have been proposed for transparent networks.

In [TVM "04] a link-path formulation to solve an Integer &am Programming
(ILP) problem of RWA in a transparent network i®posed. A set df paths is pre-
calculated with the assistance of a SP algorithimchvuses either a single physical
impairment [TVM'04] or a Q-Penalty [KTND5] as the link cost parameter.
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Presented ILP formulation takes into account thistemce of sparse wavelength-
conversion capable nodes in the network.

Some more specific problems involving PLI constiiimto the optimization
problem were studied as well. A Mixed-ILP (MILP)rfoulation for the RWA
problem of multicast connections, while considermgfical power constraints, is
proposed in [HKO5]. Authors in [LS05] consider aigoms for the logical topology
design and traffic grooming problem in WDM networksth router interface
constraints as well as optical constraints. Thepraach is based on a linear program
which is NP-complete. They also introduce heurialgorithms which use a graphical
modelling tool. Also, an ILP formulation for the glmlem of traffic grooming in
optical virtual private networks with the BER camastt is presented in [SZN5].

In the case of translucent networks, the problemegénerator placement with
constraints on OSNR is solved using an ILP formoia{ZHPO0O0]. A solution to
similar problem, considering BER constraints isomgd by applying Dynamic
Programming (DP) technique [KS01]. Moreover, thebtem of survivability in
lightpath provisioning in a translucent networksslved in [YSRO5] using an ILP
formulation. In this work PMD and ASE noise are sidered.

In [CPV'07] the implementation of an LP solver in a Pathm@atation
Element (PCE) is reported. The implemented objectivnction minimizes the
maximum link bandwidth utilization. As a result tfeutes which satisfy the required
constraint in terms of bandwidth and optical sigmadlity can be found. In Table 2-2
the reported optimization algorithms are summatrized

Table 2-2: Meta-heuristic and OEtimization alﬁoritrms for IA-RWA ﬁroblem.

ACO GA TS PA M(ILP) LP DP
[PW08], [LCA03] | [YSRO5] | [MSM*07] | [YSRO5], [CPV'07] [KS01]
[PZW*08] [KTM™05], [HKO5],

[TVM®04],
[SZM*05], [ZHP0O0]

2.2 Classification of IA-RWA Algorithms

When selecting a lightpath (route and wavelength)lA-RWA algorithm for

a transparent or translucent network has to take &count the physical layer
impairments as well as the wavelength availabiMgith static traffic (i.e., network

planning), the entire set of connection requesten®vn in advance, and the static
(off-line) RWA problem of setting up these connentirequests is named the
Permanent Lightpath Establishment (PLD) problena ttynamic traffic scenario, the
connections are requested in some random fashimohthe lightpaths have to be set
up as needed (introduced as SLD or ALD). In stédf€line) case, there is enough
time between the planning and provisioning (i.etual lightpath establishment)

processes such that any additional equipment redjby the plan can be deployed. In
this context, the main goal is to accommodate thelevdemand set. In dynamic
traffic scenario, there is little time between plang and provisioning, and demands
are generally processed one at a time. It is as$uhed the demand set must be
accommodated using whatever equipment is alreagpyed in the network. Thus,

the IA-RWA proposal must take into account any t@msts posed by the current
state of the network, which may force a demandetodoited over a sub-optimal path.
One big challenge for IA-RWA algorithms is the Qtyalof Transmission (QoT)-
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awareness, in the sense that they must ensurengdadmission control) that all
lightpaths in the network meet a QoT constraing.(eBER) without disrupting
previously established lightpath.

The effect of the existing connections in the IA-RWecision is rarely taken
into account in the proposed algorithms in therdiiere. Some works address this
problem considering the crosstalk due to the alreadtablished connections
[ZPS'07], [PBO6], and [HBRO7]. For example in [PB06], the HQ (Higher Q) and
MMQ (Maximize Minimum) algorithms try to minimizehé effect of new crosstalk
when establishing a lightpath. The MC (Minimum Gitask) [ZPS07] wavelength
assignment selects the wavelength with minimum statls intensity due to the
already established connections. A different apghoa considered in [HB?07],
where, in the lightpath selection, the BER of tetested and affected lightpaths are
taken into account in the lightpath establishmdfgw works address the problem of
selecting the lightpath considering the effect elested lightpath on the possible
future demands. In [ZOGO06] and [CM®B!], the Dispersion Optimised Impairment
Constraint-based (DOIC) IA-RWA algorithm assigne thavelength with the lowest
residual dispersion. This is done to increase tlelength availability for the
upcoming demands.

The re-routing feature is even rarer than the efféthe existing connections
on upcoming demands, mainly due to its complexX®g-routing refers to the re-
computation and re-establishment of already estaddi connections when a new
lightpath is established. In [LT'@8], re-routing is utilized to perform the restooat
of Label Switched Paths (LSPs) channels basedtbreshold of the OSNR values.

There are several heuristic algorithms proposetthenliterature dealing with
the wavelength assignment sub-problem, such asdRaniirst-Fit (FF), Least-Used
(LU), etc [Z2IMOQ].

When the PLIs are introduced in the RWA algoriththsee main approaches
have been considered in the recent literature: anglite the route and the
wavelength in the traditional way and finally vgrthe QoT of the selected lightpath
considering the physical layer impairments; b) Gaersng the PLI values in the
routing and/or wavelength assignment decisionsar@bnsidering the PLI values in
the route and/or wavelength assignment decisiorfiaatly also verify the quality of
the candidate lightpath. These cases and theiowsarcombinations are depicted in
Figure 2-3.

PLI R with PLI R with PLI PLI
R e verification constraints e constraints R Verification
Case A-1 CaselEgd Case C-1
PLI . WA with PLI PLI
—> R B WA I I WAwnhPLII R a .
Verification R e r constraints Verification
Case A2 Case B-2 Case C-2
R 5 R with PLI (WA with PLI PLI
PLI R with PLI WA with PLI n o Ty
RWA e
Verification constraints constraints constraints |I'| constraints |i" | Verification
Case A-3 RWA with PLI RWA with PLI PLI
i constraints Verification
R: Routing decision
\WA: Wavelength Assignment
RWA: Routing and Wavelength Assignment Case B-3 Case C-3
PLI: Physical Layer Impairments

Figure 2-3: Various IA-RWA approaches.
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In case A-1 the route and the wavelength are szlegithout considering the
PLI constraints, but after the verification phade wavelength assignment decision
can be modified. In case A-2 the route is computghout taking into account the
physical impairments, but there are re-attemptsarhputing the route if the PLI
constraints are not met for the candidate routdisjly there is a final phase of
traditional wavelength assignment. In case A-3 rihete and the wavelength are
computed using classical RWA algorithms that araware of the PLI constraints
(selecting both route and wavelength in one stegetwcting first the route and then
the wavelength) and there is a final step of chegkthe PLI constraints in order to
possibly change the RWA decision.

Different works (e.g., [PPKO08], [JF02], and [SYZ]) have followed the A-2
approach. In [PPKO08], a combination of IA-RWA alglom and regenerator
placement for dynamic traffic is proposed. Thisoalthm computes paths between
any combinations of nodes under the constraint ofigmal Q (Quality) value.
Authors in [JFO2] propose a modification of the IBeln-Ford algorithm to compute
the path with the minimum number of hops with aaiaer(monetary) cost limit. At
destination the physical layer requirements witfiedent levels of agreement are
checked. Also for static traffic, the proposed alipon in [SYZ'07] computesk-
Shortest Paths considering the costs of the lirdsp@ated with impairments and
OEO devices; the final path is chosen in a way sha#sfies a minimum Q value. The
path establishment process is also taken into atdolSYZ'07] and two methods
(sequential and parallel) are compared. In the esgtitpl method, the source node
sends out a single PATH message containing ogtrcgderties which are checked at
destination; if the source node receives back b-Babr message it will try another
path from the list of candidate paths. In the parahethod, the source node sends out
k PATH messages and the destination node makesatheglection.

The A-3 approach is utilized in [EZK6], [MMHO04], [MBL*08], [ZPS'07],
[MSM?*07], and [HHMO5]. The LERP (Lightpath Establishmeartd Regenerator
Placement) algorithm is proposed in [EZI6] as an IA-RWA and regenerator
placement algorithm. It computé&salternate paths, then the wavelength is assigned
using the FF or Random method; and finally thera ghase of testing the Q values
of the lightpath and placing regenerators if angasded. In [MMHO4] the proposed
IA-RWA algorithm is simply the SP combined with MRvelength assignment, then
the quality of the candidate lightpath is verified terms of maximum BER. In
[MBL *08], theA* algorithm is employed for RWA; it comput&sSPs and the path is
chosen satisfying a minimum Q value and havingstnallest cost in terms of fibre
and regenerator utilization. A variation of A-3 apach is found in [PCB®7], in this
work the wavelength of the path is initially assgnby means of FF algorithm and
then the SP for the selected wavelength is compwédrwards, the final phase
verifies the level of OSNR and the pulse broadening[ZPS*07] the RWA is
performed based on the SP algorithm for each dlailevavelength and then the
lightpath with the highest Q value is selectedMiSM *07], the lightpath selection is
done using a predictive approach and taking intmaat the possible inaccuracy in
the wavelength availability information; then a ifieation of the Maximum
Transmission Distance (MTD) achievable for that @laagth is performed. Finally
in [HHMO5], two phases compute the lightpath. Fastightpath computation step
(Best Path selects the SP among all the availadlelngths or FF selects the SP for
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the first available wavelength) and then a lightpatrification step based on a BER
threshold is performed. In case A-1 the physicgbamments are only verified in
wavelength assignment process and the possibilityetecting other routes to get
better QOT is ignored. In contrary in case A-2ealéint routes are considered to meet
required QoT, while eventually the wavelength isigised without considering the
impact of physical impairments. The last case, (Ae3) does not verify the impact of
physical impairments neither in routing nor in wWiangth assignment process. Only
the QoT is verified after finding a potential satut and if the answer is not
satisfactory the whole process is repeated.

In general the approaches in group B (cases B-2, &id B-3) address the
RWA problem considering the physical layer inforioat in case B-1 the route is
computed using PLI constraints; in case B-2 thesesttaints are considered in the
wavelength assignment process; finally in casetBe3PLI constraints are taken into
account in both, route and wavelength selectiomeof the works that present this
approach use the physical layer information as e the links, in order to
compute the minimum cost lightpath.

Sub-case B-1 is found in [CM&4], [MBA'03] and [YSRO5]. In [CM304]
the minimum cost path is computed, in which the codefined as the route distance
and the number of consecutive transparent node$MBA 03] and [YSRO05] a
variations of approach B-1 is presented, in whighwavelength is initially assigned
using the FF algorithm and then the route is coeghuin [MBA'03] the selected
route is the one with the minimum noise figure tloe candidate wavelength and in
[YSRO5] the route is computed using link cost, whig associated with different PLI
constraints.

The Minimum Crosstalk (MC) wavelength assignmen{Z®S07] follows
the B-2 approach. The MC selects the wavelength mrinimum crosstalk intensity.

The B-3 variations, where the PLI constraints atesh into account in both
route and wavelength selection process, is foudd@G06], [DS05], [CCMO06], and
[PB0O6]. The DOIC algorithm presented in [ZOGO06] swlers the PLI constraints
related to CD and OSNR in the route decision pmcesid also the residual
dispersion range in the wavelength assignmenD80pF] the shortest cost path or the
k link disjoint shortest cost paths are computedsm®ring the Q value as the link
cost, which is obtained from real-time Q measurdmebepending on the network
conditions the final decision is taken according ttee wavelength balancing
efficiency or according to the Q-factor value. TBest OSNR RWA algorithm
proposed in [CCMO06] selects the lightpath with nmacim OSNR. In [PB06] two IA-
RWA algorithms are proposed, the HQ (Highest Q) dmel MMQ (Maximum
Minimum Q) algorithms. The HQ selects the lightpaiith the highest Q value and
MMQ selects the lightpath that maximizes the mimm(@ value among the paths
that are affected by the establishment of the nghtdath. Note that MMQ takes into
account the impact of the lightpath decision on dhready established connections
(In section 5 the related literature related tcs ttmpact is presented). In general
different variations of case B (i.e., B-1, B-2, @8) consider the impact of physical
impairments in routing and/or wavelength assignnpeotess, however this scheme
[PB0O6] does not try to verify the QoT of the sodutior find the optimum one.

Case C is a combination of the two previous apgresicThe PLI constraints
are taken into account in the routing (case C-t)inothe wavelength assignment
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(case C-2) or in both (case C-3); but there isnalfphase of verification of the PLI
constraints that enables the re-attempt proceseihghtpath selection phase.

Examples of approach C-1 are found in [B@#®, [SYZ'07], [KTM*05],
[YRO5], [MST'07], [ZNCO07], and [HBP'07]. Two algorithms proposed in [PE0S]
computek-shortest pathsk€3) using as link costs the worst case of Q vallieen,
the whole Q value is verified at destination convgait with a threshold. The Q
threshold is an off-line value in case of statigthag, or a dynamic Q value, based on
current status of the network, for dynamic routifige third proposed algorithm in
[SYZ'07] selects the route between source and destiniatia hop by hop manner. In
each node the physical feasibility is verified;thrmore some PLI constraints are
also checked at the destination. In [KT08] k-shortest paths are computed
considering the network and physical charactedgssieach as the link costs; finally
there is a validation of the PLI constraints coaesitg the Q-factor, among the
previously computed paths. A Similar approach ifofeed in [YRO5], where
alternate paths are selected by pruning in thelogyothose links that are not
fulfilling the dispersion and ASE constraints. Tiightpath selected is the one with
least number of links. Moreover, other PLI constisiare checked at destination. In
[MST'07] the Q-factor penalty is used as the link costhie network, in order to
compute the k-shortest paths. Finally, the BER @nputed and verified at
destination; the selected path is the one with #0viBER value considering a BER
threshold. The proposed IA-RWA algorithms in [ZNC@filizes link costs related to
the Q-factor (as 1/Q or 1fdfor computing the SP; then a PLI constraintsficaiion
phase considers the availability of the lightpatlotherwise the maximum reachable
node. In [HBB'07] authors propose a variation of sub-case C-lwlrch the
wavelength is initially selected by means of FF aware of PLI constraints)
algorithm, and then SP for that wavelength is caegbuconsidering the noise
variance of the PLI as the link cost. Finally, kigaths which cause a BER value
higher than a given threshold for the new lightpatifor other already established
lightpaths are discarded.

In [HBP'07] authors propose the C-2 approach, where thés SBmputed
unaware of PLI constraints and the wavelength agsgt uses a wavelength order
considering the PLI constraints. Finally, theraiserification of the quality of the
lightpath in terms of minimum Q value. The propasdHBS3-07] is very similar to
the mentioned approach, however, a BER threshaldnisidered at the destination to
validate the quality of the lightpath.

An example of sub-case C-3, where the PLI condsare taken into account
in both routing and wavelength assignment processdsund in [MST'07]. In this
work, k-shortest routes are computed consideriQgRenalty value as the link costs,
and the selected wavelength is the one that magsnilze Q value; and finally the
Quality of Transmission (QoT) is verified.

Different schemes in Case C (i.e., C-1, C-2, arg) Get only try to consider
the impact of physical impairments, but also vetifg QoT of the solutions and also
try to find optimum solution. Obviously the costtbis scheme is its complexity (in
terms of running time). Table 2-3 provides a sumyhwdrthese cases and the related
surveyed papers.
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Table 2-3: Summar‘ of IA-RWA imﬁosals and aﬁﬁroacbs

Case A-1 N/A

Case A-2 [PPKO8], [JF02], [SYZ'07]

Case A-3 [EZK"06], [MMHO04], [MBL'08], [ZPS2+07], [MSM'07], [HHMO5]

Case B-1 [CMS®04], [MBA™03], [YSRO05]

Case B-2 [ZPS'07]

Case B-3 [20G06], [DS05], [CCMO6], [PB06]

Case C-1 [PPK?08], [SYZ07], [KTM'05], [YRO5], [MST'07], [ZNCO07], [HBP>'07]
Case C-2 [HBP'07], [HBS®07]

Case C-3 [MST*07]

After this summary of recent PLI-RWA algorithmswbrth mentioning that
few works ([ZOGO06], [ZP&¥7], [HBP'07], and [MST'07]) utilize or propose
specific wavelength (WA) assignment algorithms ngkiinto account the PLI
constraints. Different combination of the sub-cgsesented in Figure 2-3 may also
be found in the literature.

2.3 Wavelength Conversion

Apart from the physical-layer constraints usualhere is a wavelength-
continuity constraint imposed on the RWA problem aptical networks. This
constraint means that a given lightpath connectioould be composed of identical
wavelengths on the links traversed by the lightp&tich requirement may affect both
the network performance and the complexity of RWg@oathm since the setup of a
new lightpath is conditioned on the availabilitytoe same wavelength in a number
of links. The wavelength-continuity constraint da@ relaxed in the nodes that are
capable of wavelength conversion, thus improving tbonnection blocking
probability. In practice the wavelength converstam be realized in switching nodes
either by means of a dedicated all-optical devicwith the assistance of an optical-
electrical-optical (OEO) signal regenerator. TheGDEgenerator converts an input
wavelength to an electronic signal and then cosvietiack onto another wavelength.
Because all-optical wavelength converters are igtithature and very expensive, the
OEO wavelength conversion becomes a viable aliemaln addition to potential
wavelength conversion and increasing the opticachieof the signal, OEO can
provide other functions too. For example, in awoek with sub-rate traffic, it is
essential to bundle multiple connections togetebdtter utilize the capacity of a
wavelength. This bundling process is most effectien the traffic can be groomed
at various nodes in the network. The grooming @eds typically performed in the
electrical domain using OEO conversion. The impafcphysical impairment and
features of the electrical layer on constrainedingus investigated in [ZNCO7].

Most of IA-RWA algorithms do not take into considgon the wavelength
conversion capability. The few ones that allow Buch a feature deal with a
translucent network scenario agghrse regenerators that are capable of wavelength
conversion [EZK06], [MBL"08], [YSRO05], and [YRO05]. The tersparse in this case
means that the wavelength conversion is availablgio selected nodes. In case that
the node allows for sharing of wavelength converteetween different input and
output ports the number of conversions performateasame time may be restricted.

The usual assumption is that full wavelength cosieer, i.e., from any input
to any output wavelength is available. On the @gtrwavelength converters with a
limited conversion range allow an incoming waveléngp be switched only to a
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small subset of outgoing wavelengths [TS07]. To blest of our knowledge, the
problem of the limited conversion has not been esklrd extensively in the literature.
An interesting problem arises in the translucentwnek scenario and it
concerns the optimization of placement of wavelengtonversion-capable
regenerators. Here the objective is to minimize dbenection blocking probability
resulting from both physical and network layer doaists. Such a problem was
addressed in [ZHPO0O] and [SGCO02] by using somédrpfediction-based heuristics.

2.4 Resilience and protection

In a transparent (and to some extents translucgnigal network, the impact
of a failure propagates through the network andefioee failure cannot be easily
localized and isolated. The huge amount of inforomattransported in optical
networks makes rapid fault localization and isokatia crucial requirement for
providing guaranteed quality of service and boundedvailability times. The
identification and location of failures in transeat optical networks is complex due
to three factors: a) fault propagation, b) lackdigital information and c) large
processing effort. Main challenges of fault locafian in transparent optical
networks include the selection of performance patans to cover the full range of
faults while ensuring cost effectiveness and prasgrtransparency. The placement
of monitoring equipment to reduce the number oliretint alarms and to lower the
capital expenses, and the design of fast locatizadigorithms are among challenges
of fault localization in transparent optical netksr

It was observed during the literature survey, thaty few works have
addressed the issue of resilience and protectiaghaernA-RWA algorithms. Authors
in [JFO4] propose an approach, which in additiophgsical layer impairments and
traffic condition, also takes into accounts thehpagliability in the framework of a
constraint based path selection algorithm. In [ZBY the effect of physical layer
impairments on dedicated path protection schemesvéstigated. The performance
of dark and lit backup (protection) path is invgated and it is concluded that lit
backup scenario introduces significant penaltieeims of blocking probability and
vulnerability to failures. In the framework of aptical networks with various path
protection schemes, authors of [ZB¥ have proposed algorithms that exhibit low
blocking probability without high computational cplaxity. The authors conclude
that considering the blocking probability and reqdi processing time, their dark
backup algorithm performs better than lit backupyver, lit backup path eliminates
the need for signalling and enables faster netwedovery. In [MBL'08] authors
have proposed the Suurballe algorithm in the lay/@etwork graph, in order to find
the shortest cycle passing through source andnddisin and using disjoint nodes.
This cycle is then divided into primary and protectpath. If no disjoint paths exist,
the cycle having the minimum number of common eegiis selected. The work in
[YSRO5] addresses the issue of survivability iniegtmesh networks considering
optical layer protection and realistic optical figquality constraints. Three kinds of
resource sharing scenarios, including wavelength-lsharing, regenerator (i.e.,
OEO) sharing between protection lightpaths, andemegator sharing between
working and protections paths are investigatechia work. In addition to an ILP-
based solution, the authors have also proposedcal loptimization heuristics
approach and a tabu search heuristics to solvetbidem.
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2.5 Performance metrics

The traditional way of evaluating the performan¢dhe proposed IA-RWA
algorithms in the literature has been: the pergentd blocked connections versus the
traffic load for dynamic traffic; and for statiaffic, the same metric is also reported,
as well as the amount of necessary resourcesgfitm@velengths, regenerators, etc).

In a dynamic scenario, the network is designed taedobjective is to route
the maximum number of connections. For this reasi@, percentage of blocked
connections (or blocking rate) is used in orderctimpare the performance of
different IA-RWA algorithms.

On the other hand, for a static scenario two ptssi@ises can be found. If the
resources of the network are fixed (i.e., numbeiibwves, wavelengths, regenerators,
etc) then the objective is the same as in a dynageoario: to route the maximum
number of connections. But however, IA-RWA algamith with static traffic are
usually utilized in the design phase of the netwdmkthis case, the objective may be
to minimize the number of necessary wavelengthsven, in the case of translucent
networks, to minimize the number of required regatues.

Table 2-4: Evaluation of the proposed IA-RWA algorthms.

[EZK'06], [PPKO08], [RDF'99], [CCMO5], [ZOGO6],
[MMHO4], [PPK?08], [MMKO08], [JF02], [SYZ'07],
[PCB*07], [ZPS*07], [MSM'07], [HHMO5], [CMS*04],
[MBA'03], [YSRO5], [ZPS'07], [DSO05], [CCMO6],
[PBO6], [KTM'05], [YRO5], [MST'07], [ZNCO07],
[HBP#07], [HBP'07], [HBS%07], [MST*07],
[TVM'04], [JFO4], [SYZ*07], [PWO6], [PZW'08],
[SGA'06],

[PBSO7], [MBL'08], [CAV'04], [CCV'07],
[CPV'07], [TMK'08], [LTG"08], [CAV'05],

Few works report different metrics. For example [@MS'04], authors
evaluate their proposal presenting results of regdgar usage and number of
necessary transponders. In addition to blockindpgidity, in [YRO5] the results of
resource utilization (in terms of average and saahdleviation of link, transmitter,
receiver and electronic interface utilization) dam found. Moreover authors report
results of computational time of the proposed algor. In [EZK'06], authors
evaluate their proposed LERP algorithm using déifiérmetrics. They present usual
results of percentage of blocked connection andired number of regenerators, as
well as results of lightpath channels used per dehand regenerator repartition in
the network. The work in [MBI08] evaluates the performance of its proposal in
terms of computational time, and dimensioning mssile., number of required fibres
and regenerators). In [YSRO05], the computatiormaktiin terms of running time of
the algorithm), and also the number of required Q&@lules and wavelengths are
reported. Finally, in [PZW08] the impact of crosstalk accumulation on the imaxn
transmission distance, blocking probability and B@Rerage value and distribution)
and also fairness of the proposed algorithms imgeof blocking probability and
BER are reported. A few other papers, considelighpath establishment setup time
as a performance indicator. For example [CPA] addresses the extension of control
plane considering the PLI constraints.
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Another metric in this survey is the performancealeation of the proposed
IA-RWA algorithm. Most of the papers have evaluathdir proposed algorithms
using simulation studies. However, some experintemd analytical approaches that
are proposed for performance evaluation are alsmdo Table 2-4 presents the
summary of various evaluation techniques that Hasen considered in surveyed
works.

2.6 Impairment Aware Control Plane Extensions

Two different approaches can be followed to addtlessntegration of IA-RWA
algorithms in control planes [SCTO01], [MFA@B], [CCV'07]. In the centralized
approach, a single element stores the completenmafiton of network topology,
resource availability, and PLI performance in at@nrepository. This element is
therefore in charge of collecting and updating #ése information and also
responsible for computing the optimal routes gui@eing and satisfying the specific
set of lightpath requirements such as optical signality, latency, etc. The central
element could be either the Network Management eBys{NMS) or a Path
Computation Element (PCE) [MPQ5].

In the distributed approach, each node is resptansd compute, setup, and
maintain lightpaths using a common and distributedtrol plane [SCTO1]. The
nodes can collect the information on the statuthefresource availability by means
of a routing protocol, execute a RWA solver, andlgssh the lightpaths by means of
a signalling protocol. To include the PLI consttaiin the RWA problem, some
extensions are necessary to the current signadimtjor routing protocol. Table 2-5
classifies some of the selected papers accordirigeio approach to solve the PLI-
RWA problem.

Table 2-5: Classification of the approaches

Centralized | [EZK'06], [MBL'08], [CMS'04], [YSRO5], [KTM'05], [MST'07], [TVM'04]
Distributed | [PPK08], [CCMO5], [ZOG06], [MMHO4], [PPK?08], [PCB*07], [MSM*07],
[HHMO5], [DS05], [YRO5], [ZNCO07], [HBP*07], [JF04], [PZW*08]

Comparison | [SCT01], [MPC"06], [CCV'07]

The introduction of a control plane (CP) is recagdi as a necessary
requirement for fast and flexible resource provigig, easy network operation, and
high reliability and scalability. The standardipatiprocess for such a control plane is
currently being done independently by two differdmidies: the Automatically
Switched Optical Network (ASON) concept [ITUG809Yveloped by ITU and the
Generalized Multi Protocol Label Switching (GMPLS)ite of protocols [RFC3945]
developed by IETF.

The main benefit of the ASON approach is the d&diniof the architecture,
the requirements and the functionalities of thetmdnplane independently of a
particular choice of control protocol. Thereforeyariety of such protocols can be
used ranging from the ATM family to MPLS and GMP&&es.

Contrarily, GMPLS focuses on the implementation tioé control plane,
involving signalling (RSVP-TE), routing (OSPF-TExnd resource management
(LMP) functions and protocols.
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Although both GMPLS and ASON approaches for CPptical networks are
relatively mature and key standards are alreadylade, they do not include any
information related to physical impairments andsthte unaware of quality of optical
signals. Some recent works deal with the problementompassing the PLI
constraints into the GMPLS CP functionalities. Enifferent models have been
proposed (see Figure 2-4), namely the Path Compnt&iement (PCE) model, the

Signalling model and the Routing model.
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Figure 2-4: Physical layer impairment aware controlplane extension

1 - OCC is the optical Connection Controller, ar@>QOis a typical Optical Cross Connect
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2.6.1 Centralized Approach

This integration approach (Figure 2-4(a)) has dashproposed in [CPY07]
and is based on the computation of the PLI-RWA |enobin a centralized way
utilizing a PCE element. PCE is defined in [RFC46&% an entity that is capable of
computing a network path or route based on a né&tvgoaph, and of applying
computational constraints during the computatidas. dim is hence to perform
complex centralized route computation on behathefcontrol module of the nodes.

In such a model, the PCE stores two databasesfirBhene is the Traffic
Engineering Databases (TEDs), which are locateédemodes. The second one is the
centralized TED, which is updated from former TEBOugh a standard, distributed
routing protocol. The other database is the PLhlgate (PLID) obtained by the
Network Management System (NMS) or through a peréorce monitoring system.
The PLID maintains up-to-date information on anysgible PLI concerning any
network link. Whenever a new connection requesvesrto a node, it sends a query
to the PCE. The PCE computes the required patingakito account the TED and
PLID information and sends back the computed eipiaute to the source control
module. The source node, using the standard siggaprotocol (PATH/RESV
messages), establishes the lightpath.

Slightly different approaches are followed in [TND8], [LTG'08]. In
[TMK *08] PCE interworks only with NMS. In such a case NMS is in charge of
collecting the connection requests, send them éoPGE together with all required
information such as PLI performance, topology amgidal link status, and get the
computed routes. Afterwards, NMS sends the routekd nodes which establish the
lightpaths using the standard signalling protocol.

In [LTG'08], the authors propose an OPM manager, which irisctty
integrated in the NMS instead of a separate PCH, the behaviour and
functionalities are similar to the PCE model.

2.6.2 Routing-based Approach

The routing based approach, as depicted in FigdloRhas been mentioned
in [SCTO1] and consists of extending the routingtpecol (as e.g., the OSPF-TE in
GMPLS CP) to involve the PLI constraints into theRWA problem. As described
in [MPC'06], each node is in charge of storing updated BED PLID databases on
the resource utilization and on the PLI performaegoacerning any link in the
network. As in the case of the TE attributes, |dehl (i.e., PLI performance of local
node and of the attached links) can be includethenPLID using local monitoring
while remote PLI can be obtained by exploiting tteended routing protocol.
Whenever a new connection request arrives to a,raen-line IA-RWA algorithm
computes the route taking into account the TEDRIDdD information. Once the path
is computed, the node activates the standard $iigmgbrotocol to establish the
lightpath.

A different routing model is considered in [S¥@7], where no routing
protocol extensions are required. Global wavelergtalability is stored in the TED
of the nodes and updated by the standard routiotpqol while the PLID is not
necessary. Indeed, only PLI constraints of stagiwire or function of the number of
active wavelengths are considered and their mattieshanodels are preloaded into
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the control module of the nodes. Any incoming canio& request triggers therefore
the IA-RWA algorithm that computes a set of cantBdautes according to the TED
information and checks its feasibility by meanshef mathematical models. If at least
one feasible computed route exists, a lightpatthesn established by the signalling
protocol.

2.6.3 Signalling-based Approach

The signalling based approach (Figure 2-4(c)) i@ proposed in [CA\D4]
and consists in extending the signalling protoesl€.g., RSVP-TE in GMPLS CP) to
encompass the PLI constraints. In such a model odififtations are introduced in
the routing protocol [SYZ07], [CAV+05]. Whenever a connection request asit@

a node, it computes a route according to the THBramation and launches a setup
request message in the network. This message tsoetimated PLI performance of
any traversed link between source and destinatole.nin fact, each node must store
updated local PLID and mathematical models to ¢aleuihe PLI performance. If the
accumulated PLI performance on the receiver interfat the destination node is
compliant with an acceptable signal quality, a fsiresponse message is sent back
to the source node and the lightpath is establishbdhe accumulated PLI
performance is not satisfactory, an error messagernt back to the source node and
another attempt can be triggered following difféneute.

In order to decrease the delay of the lightpatlakdisthment process, some
improvements are described in [SYZ], and [SGA06]. In [SYZ'07], four different
approaches are proposed and compared: in K-seqsdbee node computds
different routes and sequentially attempts to distala feasible lightpath; in K-par,
the source node sends simultaneolstgtup messages and the destination node can
pick one according to some criteria and generditesdsponse message; in HbH, the
route is computed hop-by-hop, which means that eacte takes into account only
the information on the adjacent links; in FF, teeup message is flooded to the entire
network. In [SGA06] the Lightpath Provisioning with Signalling Féedk (LPSF)
concept is defined. It exploits the error messagjevered to the source node adding
some feedback information on the PLI performancthefrejected route. The source
node can therefore store this information in theald”LID and compute additional
feasible routes.

2.6.4 Comparison and discussion

Being a centralized approach, the PCE model is @bjgovide optimal path
computation in terms of both network utilizationdaaptical signal quality. It also
does not require any modification or extensionh® ¢urrent signalling and routing
protocols. At the same time, PCE has a global wéthe network and, if there is no
inconsistency in the databases, the setup procetha® not require any re-attempt,
which can speed up the service provisioning. Naxletls, it suffers from scalability
problems and in case of failure rapid restoratiannot be achieved. There are some
reasons to consider the PCE model for multi-donsagnario, where an abstraction
of the entire routing area may optimize the intemain paths [MP6], [CPV'07].

Maintaining accurate routing information on allwetk nodes under dynamic
traffic is extremely difficult. Therefore, routinghodel seems less advantageous
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solution since in addition to the TED informatidnequires the global dissemination
of the PLI performance data. It may give some henef case of static traffic, or less
volatile traffic conditions, but in such a case ®€E model may outperforms the
routing one.

The signalling model seems to be the easiest atestavay to encompass the
PLI performance into the RWA problem. On the othend, it is not able to provide
optimal resource utilization and signal qualitymay require high setup delay due to

the re-attempts of failed lightpath establishmentpsses.

PCE [LTG'08]

resource utilization;
No changes in
control protocols;
Useful for multi-
domain scenario

Table 2-6: Requirements, pros and cons of the PCEadel, routing model and signalling model

[MPC'08], Centralized PCE with high Global network Low flexibility and
[ccvioT), reliability; view; Optimal path scalability;
[CPV'0T7], Global TED and computation, signal | Vulnerability to
[TMK*08], PLID databases quality and network | database failure;

Slow recovery;
Depend on OPM;
Intensive
computation

[SCO05], Distributed Global PLID Distributed Slow convergence;
[SCTO1], database; approach like Intensive
Routing [SYZZ:O7], Some extensions | Internet philosophy; | computation;
[MPC™06] to disseminate Optimal path Depend on OPM
efficiently the PLI | computation;
performance Fast setup delay
[SYZ'07], Local PLID Distributed High setup delay;
[CAV'04], database; approach like Signalling
[SYZ*07], Mathematical Internet philosophy; | overhead;
Signalling | [MPC"06], Distributed models for PLI Minor changes in No optimal resource
[ccvioT), estimation; signalling protocol; utilization;
[CAV'05], Some extensions | No dissemination No optimal signal
[SGA'06] overhead quality

2.7 Discussions

In the previous sections of this chapter some eftlost relevant works in the
literature related to the planning and operatioomtical networks (specifically 1A-
RWA algorithms) were reported and overviewed aredrdguired modification to the
control planes. However there are still some poivttsch are either not reported in
the literature or few works are devoted to them.

Multicast routing in wavelength switched opticaltwmerks has received some
interest recently. Data duplication is performedthe optical domain at a set of
branching nodes by splitting the optical signalngspassive splitters. Considering
multicasting in RWA problem is also NP-completeelidlassical RWA [ADO01]. Very
few works addressed the multicast problem takirtg mccount the physical layer
impairments and, in particular, they only consittes power loss due to the passive
splitters as a constraint [HKO05], [XR04], [HKO4h&[WWYO01].

In general, the QoS support in physical impairmesére optical networks has
two folds. The first one corresponds to the phydager performance and it refers to
the pre-defined level of signal quality, as meaduakthe destination receiver, that
allows for flawless network operation [DS05], [PEIB], and [MBA'03]. Another
interpretation of QoS can be found in [JFO4]. Thiee authors introduce a model of
network that is able to support differentiationlightpath requests according to a set
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of routing constraints (such as e.g., max. transions quality degradation, max.
delay, or reliability).

Although the IA-RWA algorithms presented in theidture focus mainly on the
optical circuit-switching (or wavelength-routed) twerks, still there are issues
specific to the optical burst/packet switching natike (OBS/OPS) that have to be
addressed. To support short connection holdingstitnevas proposed to incorporate
the information about physical impairments inteetup control message, by means of
a data vector that is processed at consecutivesnf@aiO6]. Another problem
concerns OBS networks, where the transmission toffsee may be affected by
optical signal dispersion effects [Wil03].

Few works in the recent literature address the Ipmbof regenerator and
monitoring equipment (optical performance or impant monitoring) placement
and allocation. The regenerator placement is adddesn [EZKO06], [PPKO08],
[PPK?08], and [MBL'08]. The allocation of regenerator is proposed GMB'04],
[YRO5], and [JFO4]. In [YRO5], the Efficient Regema@on-Aware algorithm
minimizes the number of used regenerators alongédlexted lightpath as well as the
PLI constraints. In the DDWP (Distributed DiscovefWavelengths Paths) method,
[JFO4], one of the objectives is the minimizatioh tbe utilization of electronic
regeneration.

2.8 Chapter Summary

Routing and Wavelength Assignment is the core carapbin planning and
operation of optical networks. Considering the ptgislayer impairments in the
RWA decisions adds a new dimension to this probleeuristics, meta-heuristics
and optimization techniques are proposed as atgoiat approaches to solve IA-
RWA problems. The general approach to address ARRWA problem can be
divided in two main categories. The first trendizéis traditional RWA algorithms
and after selecting the lightpath the physical traivsts are verified; in this approach
the IA-RWA algorithm is not deliberately designed fouting with PLI constraints.
The second approach is to use some metrics, winkchetated to the PLI constraints
as cost of the links in order to compute the sisorigath(s). Assuming good
algorithms are in place, a small number of wavelergnversions (either via OEO or
all-optical conversion) is needed to approximat performance of opaque network
architectures. In addition to wavelength conversim O-E-O conversion, grooming
will become available in IA-RWA algorithms and neik planning decisions in
general.

The physical impairments and IA-RWA algorithms dam incorporated in
control planes using PCE, routing and signallingdeloThe PCE model is able to
provide optimal path computation in terms of bo#twork utilization and optical
signal quality. It also does not require any madifion or extension to the current
signalling and routing protocols. PCE has a globaW of the network, which can
speed up the service provisioning. Nonethelessyffers from scalability problems.
Routing model seems less advantageous solutiore Simcaddition to the TED
information it requires the global disseminationtbé PLI performance data. The
signalling model seems to be the easiest and fastag to encompass the PLI
performance into the RWA problem. On the other hahds not able to provide
optimal resource utilization and signal qualitymay require high setup delay due to
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the re-attempts of failed lightpath establishmemicpsses and possible sub-optimal
route decisions due to impairment-unaware routepcdation.

There are quite few proposals that address thikerese and protection issues
in the IA-RWA algorithms. In addition to simulatiatudies, experimental and some
analytical models are available to evaluate thefopmiance of the proposed
algorithms. None of the surveyed works considess ittaccuracy of the physical
impairment information (analytically computed or asared) into their IA-RWA
algorithms. The proposed adaptive IA-RWA algorithsitaply change their decisions
assuming that the physical information are compjletecurate.

Regenerator and/or monitoring equipment placementraportant factors in
the design phase of the network. By using a prapeenerator or monitoring
equipment placement strategy in some nodes of ¢hgonk, it is possible to obtain
similar performance (in terms of blocking probal)liof an opaque network with
much lower cost. However, this topic is not enouytestigated in the literature.

The overall conclusion is that IA-RWA algorithmsaplimportant roles in
maximizing the performance of an optical networlsige. These algorithms, when
exploited in transparent or translucent networkanping and operation tools, can
provide similar utilization as an opaque architegtiut with lower cost.
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3. Evaluating Quality of Transmission

Physical layer impairments accumulate as light agapes through a lightpath
in the transparent optical networks. Thereforés possible to provision a lightpath,
while its quality of transmission (QoT) does notenie required threshold.

One of the key building blocks in an impairment eavglanning and
operation methodology for optical networks plannarmgl design is a QoT estimator,
which is typically a combination of theoretical nabt&l and/or interpolations of
measurements, usually performed offline (in the kaddore the network is deployed),
but also possibly online. A practical QoT estimastwould be fast to ensure that
lightpaths can be established in real time of ac®wkéth proper accuracy. In this
chapter, the important physical layer impairmettisjr classification into linear and
nonlinear categories is presented. Then, variousettiog approaches that have been
reported so far to model the physical layer impaints and their impacts is reported.
In order to evaluate the performance of the phy$ager and in particular in order to
evaluate the QoT of the lightpath for planning apeération of optical networks QoT
estimator tool, which is named Q-Tool, will be peted. It will be utilized in
impairment aware planning and operation moduless Thol (i.e., Q-Tool) is
designed and developed in the framework of DICON#Gject (www.diconet.eu)
and during the course of this Ph.D. study, two ieesof Q-Tool is utilized inside the
contributed algorithms. In this chapter, the fumctl blocks and internal details of
these two Q-Tool versions are presented. The designdevelopment of this tool is
not a contribution of this Ph.D. study. Howeveisttool is extensively utilized as a
QoT estimator building block in the contributed aithms, and Network Planning
and Operation Tool (NPOT) that are described irt obapters.

3.1 Physical Layer Impairments

As optical signals traverse the optical fibre linked propagate through
passive and/or active optical components, they wmeo many impairments that
affect the signal intensity level, as well as gsnporal, spectral and polarization
properties. Physical layer impairments can be ifladsinto linear and nonlinear
effects. Linear impairments are independent ostgeal power and affect each of the
wavelengths (optical channels) individually, whare®nlinear impairments affect
not only each optical channel individually but thaiso cause disturbance and
interference between them [FAO2], [RDF99].

Figure 3-1 depicts the classification of physicaydr impairments,
considering linear and non-liner categories. Thgsmal layer impairments can be
also classified to static or dynamic impairmentsnsdering the dependence of
impairments behaviour on external factors suchgisgatemperature, and physical
stress.
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Figure 3-1: Classification of physical layer impaiments.
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Optical amplification in the form of Erbium DopeibFe Amplifiers (EDFAS)
always degrades the Optical Signal to Noise R&BSNR). The amplifier noise is
guantified by Noise Figure (NF) value, which is théo of the optical signal to noise
ratio (OSNR) before the amplification to the saratorafter the amplification and is
expressed in dB [FATO02].

Chromatic dispersion causes pulse broadening, whftdcts the receiver
performance by: 1) reducing the pulse energy withebit slot and 2) spreading the
pulse energy beyond the allocated bit slot leadinmter-symbol interference (I1SI).
CD can be adequately (but not optimally) compemké&te on a per link, and/or at
transmission line design time [FAT02], [CCMO05], [BD6], [SCO5].

PMD is not an issue for most type of fibres at 1p& however it become an
issue at 40 Gbps or higher rates [RB#, [SC05], [SCT01], [ZFGO01], [MMHO04]. In
general, in combination with PMD there is also Fektion Dependent Loss (PDL).
It can cause optical power variation, waveform aitsdbn and signal-to-noise ratio
fading.

Imperfect optical components (e.g., filters, deiplékers, and switched)
inevitably introduce some signal leakage eithernndsr-channel [FAT02], [SCO05]
(also incoherent [SCO5] or out-of-band [PPR]) or intra-channel [FAT02], [SCO5]
(or intraband [PPKO8]) crosstalk in WDM transmission systems.

Filter concatenation is the last physical impairtndrat is considered and
defined in this category. As more and more filtgrcomponents are concatenated
along the lightpath, the effective pass band offilters becomes narrower [SCO05].
This concatenation also makes the transmissiormsystisceptible to filter passband
misalignment due to device imperfections, tempeeatariations and aging.
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3.1.1 Linear Impairments

The important linear impairments are: fibre attdrmmg component insertion
loss, Amplifier Spontaneous Emission (ASE) noishrathatic Dispersion (CD) or
Group Velocity Dispersion (GVD), Polarization Mo@gspersion (PMD), crosstalk
(XT) (both inter- and intra-channel), and Filterr@atenation (FC). In the following
subsections, the important linear impairments aiefli described.

3.1.1.1 Attenuation

Attenuation in fibre optics, also known as transiuBs loss, is the reduction
in intensity of the light signal with respect toavelled distance through a
transmission medium. The attenuation coefficienti fibre optics is expressed in
dB/km through the medium due to the relatively higmlity of transparency of
modern optical transmission media. The medium il a fibre of silica glass that
confines the incident light beam to the inside.eAttation is an important factor
limiting the transmission of a digital signal acsdarge distances. Empirical research
has shown that attenuation in optical fibre is edugrimarily by both scattering and
absorption. When a signal with original power vabhfeP(0) propagates along the
fibre for a distance ot km, its intensity becomeB(z) as defined in the following
formula:

P(z) = P(0)exp™ (2-1)

The attenuation depends on the wavelength. Figt#ed8picts the intrinsic
losses due to the silica material. There are algiianal reasons for this loss, such as
the curvature radius, the fibre splicing, or thandeter changes of the fibre that
contribute to the attenuation loss. The spectralndawv considered in
telecommunication applications is centred arous& fim mainly due to its relatively
low loss (about 0.2 dB/km that is only 4.5%/km).

. . Silica Infra-red
b N\ OH absorption absorption

Losses (dB/km’

Rayleigh
scattering S

ot 08 10 12 14 ! ==
Wavelength @m)
Figure 3-2: Light attenuation in fibre and loss vswavelength.
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3.1.1.2 Amplifier Spontaneous Emission Noise

An optical amplifier is based on the stimulated &smn. However this
process goes with the spontaneous emission whidk satoherent photons to the
amplified signal. Amplifier Spontaneous EmissionS@&) noise is always present
when optical amplification takes place and can lassified among the most severe
impairments in terms of limiting factors for optic&@ach and capacity. The ASE
noise accumulates along the amplifiers chain. @humulated ASE noise gives rise
to signal-spontaneous beat noise at the receivechws the fundamental noise in an
optically amplified transmission system.

The accumulated ASE power for a chairNodmplifiers is estimated using the
following formula [Agr02]:

P.e = 2hvBn N(G-1), (2-2)

where P, is the ASE noise powemB, is optical bandwidthh is Planck’s constant,
v is the optical frequencyy, is the spontaneous emission factor, @nid the optical
amplifier gain. The spontaneous emission facigr,is determined by the inversion

of Erbium ions. The contribution of each amplifeASE to the accumulated ASE is
characterized by the amplifier's noise figure (NMJhich at high gain can be
approximated byN, =2n,. The coefficient of 2 in (2-2) accounts for theotw

orthogonal polarizations. One is parallel to thgnal polarization and the other is
orthogonal to it. The ASE noise variance at the ehdhe chain is described by
[RDF99]:

O = 4RR ., (NN = g 239

where P

i,avg

is the average power of the spaces (zerasy i or the average power of

the marks (ones) if=1, R, is the responsivity of the receiver, aBdis the electrical

bandwidth of the receiver. The average power ofdigaal takes into account the
finite extinction ratio that is introduced into ®dl as a physical parameter of the
transmitters (i.e.R,,,, # D

3.1.1.3 Chromatic Dispersion

Chromatic Dispersion or Group Velocity DispersiocMD) is the
phenomenon that causes different wavelengths bf tig travel at different speed.
This speed variation results to broadening of th&cal pulses as they propagate
through the fibre. The pulses then overlap, leadtingpter-Symbol Interference (ISI)
and higher bit error rate. In general, the chromdispersion limits the maximum
transmission distance by decreasing it rapidlynverse proportion to the square of
the bit rate. For instance, systems running atGhps can cover distances of 940 Km
with only a 1-dB power penalty due to chromaticpéision, whereas at 10 and 40
Gbps, the distance shrinks to only 60 and 4 Kmeetsgely.
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The speed of a light wave is dependent on theat@feindex of the medium
within which it is propagating. In silica fibre, agell as many other materials, the
refractive index varies with wavelength. Therefodéferent wavelength channels
will travel at slightly different speeds within tH#re. Laser sources are spectrally
thin, but not monochromatic. This means that thpuinpulse contains several
wavelength components, travelling at different siseeausing the pulse to spread.
The detrimental effects of chromatic dispersiorultes the slower wavelengths of
one pulse intermixing with the faster wavelengtharmadjacent pulse, causing inter-
symbol interference (ISI) (Figure 3-3).

A = _@ =" A
MAi= @ = AMA

Transmission Fiber
Figure 3-3: Optical pulse spreading due to chromati dispersion.

Chromatic dispersion occurs mainly due to two reas&) The dependence of
the optical fibre’s index on the optical wavelengtid 2) The waveguide dispersion,
where the power distribution of a mode betweerctire and the cladding of the fibre
is a function of the wavelength.

The practical and mature technique to compensatehfmmatic dispersion is
by using dispersion-compensating fibres (DCFs) tiaate a dispersion characteristic
that negates (i.e., compensates) that of the aligiansmission fibre. However,
DCFs are expensive and bulky; for every 80-100 Ki8 ®MF, several kilometres of
DCF are required.

3.1.1.4 Polarization Mode Dispersion

Light travelling along a single mode fibre has & papolarization modes that
move toward the receiver at right angles to eablerotSince the core of the fibre is
not perfectly symmetrical, travelling light aloniget two polarization axes moves at
slightly different speeds. Fibre-based Polarizatitmde Dispersion (PMD) arises in
an optical fibre due to asymmetries in the fibreecthat induce a small amount of
birefringence that randomly varies along the lengfttihe fibre. This birefringence
causes the power in each optical pulse to spiwéeh the two polarization modes of
the fibre and travel at different speeds, creatinDifferential Group Delay (DGD)
between the two modes that result in pulse sprgadifter a sufficiently long
distance, this effect can change the shape of tlse$ so that interference between
pulses occurs [RS02]. Ldd,,,, denotes the PMD parameter associated with a given
fibre. Typical value of this parameter is in thega of 0.1 to 2.0 and its dimension
is ps/~/km . Active PMD compensation can be carried out usiter electrical or
optical techniques. The electrical approaches apfdgtrical filters to the received
data signal, which can remove some of the PMD-iadudistortions [WCK01]. In
the optical domain, the PMD-induced distortion iempensated by applying
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birefringent DGD-equalizers that can more or leggaduce the fibre behaviour with
the opposite sign ob,,,;

The impact of attenuation, chromatic dispersion gadarization mode
dispersion (the ISI impact) is depicted in Figurd.3he impact of this impairments
are properly considered and modelled in the QoTopmance evaluator (i.e., Q-

Tool).
fibre loss /\ "]::>
am
Chromatic I][I::>
dispersion QD

Polarization |][I::>
@m
Dispersion

Figure 3-4: The ISI impacts (Fibre loss, CD and PMD

3.1.1.5 Filter Concatenation

In optical networks, the optical signal passes uglo a number of
concatenated components, such as WDM multiplex®tsIXs), demultiplexers
(DEMUXSs) and noise limiting optical bandpass fitiemll of which can serve as
optical filters. The concatenation of optical fikemakes the system susceptible to
filler passband misalignments arising from devieaperfections, temperature
variations and aging. The emission spectrum of |dser source may also be
misaligned with the effective centre frequency oie toptical filters due to
manufacturing tolerances, aging, or operating domt. Performance degradation in
WDM systems may arise due to the combined effefcepical filter misalignments,
laser misalignments, and laser chirp. The effetfdter concatenation are generally
not a concern in a point-to-point optical system,which a given signal passes
through, at most, two filters (a multiplexer anddemultiplexer). However, in a
transparent optical network, a signal may be detipteked and re-multiplexed at
many optical cross-connects or optical add-drometds throughout its path before it
is finally received at the destination node. Thtise signal experiences the
concatenation of the entire set of filters in istp

The effective spectral transfer function of the cealked filter set is the
multiplication of each of the individual filters, hich can, therefore, be much
narrower in spectral width than a single filter.eSpal narrowing of the effective
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transfer function can be further exacerbated byraisalignments in centre frequency
of the individual filters traversed by the signathe transmission laser frequency has
an offset from the centre of the passband of tfec®fe filter transfer function, then
part of the signal spectrum may be attenuated aetd too close to one of the
sidewalls of the filter transfer function. This, tarn, can lead to a time-domain
distortion and a distortion-induced eye-closureghgrin addition to simple excessive
signal loss. Therefore, the overall Filter Concatem (FC) degradation is taken into
account by estimating the eye closure penaltyititadduces at the receiver node.

3.1.2 Non-linear impairments

Important non-linear impairments can be summarizsl Self Phase
Modulation (SPM), Cross Phase Modulation (XPM), FoMave Mixing (FWM)
[MMKO08], Stimulated Brillouin Scattering (SBS), ar&timulated Raman Scattering
(SRS) [Agr01].

The nonlinear phase shift manifests as phase muoluldgn SPM the phase of
the signal is modulated by its own intensity; whife XPM the signal phase is
modulated by the intensity of other signals [FATOZhe primary effect of these
impairments is pulse broadening in frequency domathout changing the shape of
the signal. The four-wave mixing nonlinear interactin an optical fibre is originated
from a weak dependence of the fibre refractive xnde the intensity of the optical
wave propagating along the fibre.

SBS and SRS involve non-elastic scattering mechafisAT02], [AgrO1].
These impairments set an upper limit on the amafirdptical power that can be
launched into an optical link. In the following sabctions each of these impairments
are briefly described.

3.1.2.1 Self Phase Modulation

Self Phase Modulation (SPM) arises because thactefe index of the fibre
has an intensity dependent component. This nomlinefaactive index causes an
induced phase shift that is proportional to thenstty of the pulse. Thus different
parts of the pulse undergo different phase shiftsch give rise to chirping of the
pulses. Pulse chirping in turn enhances the puisadening effects of chromatic
dispersion. This chirping effect is proportionalth@ transmitted signal power so that
SPM effects are more pronounced in systems usigly tnhansmission powers. The
SPM-induced chirp affects the pulse-broadeningcesfef chromatic dispersion and
thus is important to consider for high-bit-rate teyss that already have significant
chromatic dispersion limitations. For systems opegeat 10 Gbps and beyond, or for
lower-bit-rate systems that use high transmissiowgs, SPM can significantly
increase the pulse-broadening effect.

The combined effect of dispersion and SPM stromggends on the sign of
dispersion parameter. In terms of the sign of dspa, the operating wavelength
region is divided into two regimes: normal dispensiand anomalous dispersion
regimes. The normal dispersion regime correspomdset wavelength range in which
dispersion parameter (D) is negative whereas tbenatous dispersion regime is the
wavelength region in which D is positive. In pautar, the SPM enhances the effect
of dispersion when the operating wavelength isienrtormal dispersion regime.
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3.1.2.2 Cross Phase Modulation

Similar to the SPM, cross-phase modulation (XPMyig to the nonlinear
behaviour of the refractive index, which depends tba optical intensity. The
refractive index of an optical field inside an agali fibre depends not only on the
intensity of that field but also on the intensitiyather co propagating fields. In this
case, the total nonlinear phase shift on a giveanicll is due to the combined
intensities of all transmitted channels, which cesult in crosstalk among WDM
channels.

When pulses at different wavelengths are consideitesl effect of XPM
depends on the relative temporal locations of tlpadses. The strongest XPM effect
occurs, when pulses completely overlap each oth@never, the probability that all
channels simultaneously transmit a “1” bit is lowherefore, the impact of XPM
impairment is reduced on average. Dispersion mpléses at different wavelengths
travel at different group velocities, which in effecauses pulses to walk off from
each other. Hence, the impact of XPM is decrea3ée larger the dispersion
discrepancies among channels, the more rapidlpulses walk off from each other.
In other words, the effect of XPM is inversely poojional to the dispersion
discrepancies among channels. Therefore, in oaeninimize the impact of XMP,
the channel separation and/or local dispersion bav®e properly applied in WDM
systems.

3.1.2.3 Four Wave Mixing

The four-wave mixing (FWM) nonlinear interaction an optical fibre is
originated from a weak dependence of the fibreamive index on the intensity of the
optical wave propagating along the fibre. Four-wamexing is third-order
nonlinearity in silica fibres, which is analogous intermodulation distortion in
electrical systems. The intensity dependence afcéfe index not only causes
nonlinear phase shift but also gives rise to tleegss by which signals at different
wavelengths are mixed together producing new ssgaalnew wavelengths. The
difference between the processes causing the mamliphase shift (i.e., SPM and
XPM) and the FWM process is that in FWM processrgneransfer occurs.
Moreover, the FWM effect is independent of therbie, but is critically dependent
on the channel spacing and fibre chromatic dispersDecreasing the channel
spacing increases the four-wave mixing effect, smdloes decreasing the chromatic
dispersion. When signals at frequendiesf; and f, propagate along an optical fibre,

the nonlinear interactions among those signals ®amof FWM result in the
generation of new signals at [AgrO1]:

fu = f+ 1, = 1. (2-4)

Thus, three co-propagating waves give rise to ngtvea waves due to FWM.
In a WDM system, this happens for every possibleiagh of three channels,
therefore, even if the system has only ten chanhelsdreds of new components are
generated due to FWM impairment.

In WDM systems with equally spaced channels all gveduct terms
generated by FWM fall in the channel frequencies gining rise to crosstalk. There
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are two techniques to mitigate this impairment.Uhequal spacing of the channel
frequencies and 2) Dispersion management of tme.fib

3.1.2.4 Stimulated Raman Scattering

Scattering is a fundamental loss mechanism in algfiicres. Scattering can be
classified into two major categories, which are ¢hestic and inelastic scattering. In
elastic scattering the frequency (or the photonrgreof scattered light remains
unchanged, whereas in inelastic scattering theuénecy of scattered light is shifted
downward. Two examples of inelastic scatteringRaenan Scattering and Brillouin
Scattering. The main difference between them is dpéical phonons participate in
Raman scattering, whereas acoustic phonons paticip Brilouin scattering. Both
scattering processes result in a loss of powéreainicident frequency.

The effect of SRS is not very severe in typicalaions. The probability that
all channels simultaneously transmit a “1” bitnsersely proportional to the number
of channels. The effect of SRS is also reduced twuelispersion effect. Fibre
dispersion causes the signals at different wavéhsntp travel at different speeds,
causing walk-off between bit sequences at diffecdr@nnels. The walk-offs among
channels decreases the effect of SRS, hence inmugethg tolerable threshold power.
In general, SRS is not the limiting factor in ligllve communication systems
compared with the other nonlinear effects.

3.1.2.5 Stimulated Brillouin Scattering

This nonlinear effect is due to the interactionwesn the incident light and
acoustic vibration in the optical fibre. Similar RS, stimulated Brillouin scattering
(SBS) causes frequency down-conversion of the @mtitight, but the frequency shift
in this case is equal to the frequency of the auing acoustic wave. However,
unlike Raman-scattered light, the Brillouin-scagtelight propagates in the backward
direction. These causes excess loss on the indigahsimilar to SRS.

Once the power launched into an optical fibre edsethe threshold level,
most of the light is reflected backward through SB8e to its low threshold value,
SBS limits the launched power to a few mill wag[02].

SBS phenomenon introduces a limiting factor on ttasmission launch
power. However, the SBS threshold can be incredbesugh broadening the
effective line width of the signal, which can behi@wed by frequency dithering,
duobinary modulation, phase modulation or the plmasdulation effect induced by
the cross-phase modulation between WDM signals [DILE.

3.2 Physical Layer Impairments Models

In order to incorporate the physical layer impaintseeffects in the network
planning and operation phases (e.g., IA-RWA albang) two general models have
been reported in the literature. These approaadtesl panalytical models, 2) Hybrid
(analytical models accompanied by simulation resultr optical impairment
monitoring techniques). In the former the physikegler impairments are evaluated
using closed-form formula and in the latter sommusation results or real-time
impairment monitoring are also considered for thel@ation of the physical layer
performance. Among a number of measurable optieakimission quality attributes
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(e.g., optical power, OSNR, CD, PMD, Q-factor (g.¢PPKO08], [KTM'05],
[MST'07]) shows the best suitability as an integratedriméor routing algorithm,
due to its close correlation with BER. Q-factorsiensitive to all forms of BER
affecting impairments.

It is also possible to evaluate the quality of srarmssion using hybrid or
experimental-based models. Authors of [MBB8] report the Quality of Transmission
(QoT) function. This function is obtained by coreitdg experimental measurements.
Authors of [EZK06] have also used a similar function. Table 3-miarizes the
reported performance evaluation techniques alomig tive relevant references.

Table 3-1: Performance evaluation techniﬁues for %ical Ia‘er imﬁairments

Analytical models
Linear impairments

[RDF99], [ZOG06], [MMHO04], [JF02], [PBS07],
[SYZ'07], [MSM'07], [HHMO5], [CMS'04],
[MBA’03], [YSRO5], [ZPS’07], [YRO5], [ZNCO7],
[HBS®07], [HKO5], [CAV*04], [TVM+04], [JF04],

[SYZ*07], [PWO6], [PZW+08], [MPC'06],
[TMK*08], [LTG'08], [CAV'05], [SGA06]
Non-Linear (and linear) impairments [MMKO8], [PCB'07], [zPS™07], [PBOS],

[HBP*07], [HBP'07], [MST?'07], [PBD'06]

Hybrid approach

Analytical and simulation

(linear and/or non-linear impairments)
Analytical and Monitoring/Experiments
(linear and/or non-linear impairments)

[PPKO8], [CCMO05], [PPK08],
[CCMO6], [KTM*05], [MST'07]
[EZK'06], [MBL'08], [LTG'08]

[CMS'04],

Some physical impairments have strong dependendyitaates, modulation
formats and type of amplifier that are considersdart of the optical links model.
Table 3-2 summarizes different modulation form&gpe of optical amplifiers and
also bit rates that are assumed and reported wegend studies.

Table 3-2: Considered modulation format, amplifiers and bit rates

OOK DQPSK EDFA RAMAN <10G 10G 40G
(NRZ/RZ) (and 10G)

[PPkOS], [LTG'08] | [PPKOS], [HHMO5] | [RDF'99], [PPKO08], [PCB’07],
[ZzOGOos], [RDF'99], [CMS'04], | [CCMO5], [HHMOS5],
[PPK?08], [PPK?08], [YRO5] [PPK?08], [TVM*04],
[MBL"08], [JF02], [MBL"08], [LTG"08]
[PBO6], [SYZ'07], [SYZ'07],
[HBP#07], [CMS*04], [2PS2+07],
[HBP*07], [MBA*03], [cCmo8],
[HBS3-07], [YSRO5], [PBOS6],
[TVM'04], [CCMO8], [HBP'07],
[PBD"06] [PBOS], [HBP*07],

[KTM*05], [MST#07),

[YRO5], [PWOB],

[MST*07], [PZW*08],

[ZNCO7], [PBD"06],

[HBP*07], [ccvtoT],

[HBS®07], [TMK'08]

[MST*07],

[TVM®04],

[SYZ*07],

[PWO6],

[PZW*08],

[PBD'06],

[MPC*08],

[LTG'08],
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As indicated in this table, there are few workgha state-of-the-art surveyed
papers that consider the advanced modulation fererad Raman amplifiers in their
studies. Also higher bit rates and the challengasthey will introduce are areas that
require more research.

In addition to analytical and simulation technigdes modelling physical
layer impairments, monitoring techniques are reglifor measurements, which
potentially can enhance the PLI-RWA algorithms. Theonitoring could be
implemented on the impairment level (Optical Impant Monitoring - OIM) or at
the aggregate level where the overall performasaeadnitored (Optical Performance
Monitoring — OPM) [KBB04], [Wil06].

3.3 QoT Estimator

In the framework of DICONET project, the Q-Tool wdsveloped to cover
the need for an efficient QoT estimator that waeNdluate the impact of the physical
layer impairments on the signal quality (i.e., QoDuring the design and
development of this tool, great effort was madalemtify the dominant impairments,
implement the physical layer models and integragent into a single figure of merit,
the Q-factor estimator. As mentioned before, thsDP study utilizes this tool as a
QoT estimator in its contributed planning and operamodules and algorithms.
During the course of this study the Q-Tool was tamiy updated and upgraded.
Therefore, in this section two version of this tab) Q-Tool version 2.21, which is
used to evaluate the performance of the plannidigogeration mode algorithms (i.e.,
offine and online IA-RWA algorithms), and 2) Q-Tlowersion 3.33, which is
integrated in the DICONET Network Planning and Ggien Tool is presented. The
core engines and design principle of these twostaot very similar and compatible
with each other.

To estimate the QoT of a signal carried by a lightpthe Q-Tool estimates a
metric called “Q-factor” which is directly relatdd the Bit-Error Rate (BER) of a
signal via the following relationship, in the cagfeon-off keying intensity modulated
signals:

BER = %erfc(%} . (2-5)

The Q-factor is defined as [Agr02]:

Q= m (2-6)

’

where Pand P, are the means of the distributions of the recei\@dand “1”

symbols after photo detection, respectively, andand o, their standard deviations.
The Q-Tool estimates the Q-factor of a lightpatedahon the network topology and
information about the physical network componefitise Q-Tool incorporates the
main impairments that affect signal propagationpamticular Q-Tool v2.21 accounts
for the following impairments: Amplifier Spontanen&mission (ASE) noise, filter
concatenation, Polarization Mode Dispersion (PMD)oss-Phase Modulation
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(XPM), Four- Wave Mixing (FWM), and optical crosktaoriginating from optical
leaks within the optical cross connects.
Note that P, <P, and following [NMO02], the filter concatenation astually

modelled through a penalty om, yielding a new quantity?, that accounts for the
eye closure incurred by filter concatenation. ThdDPeffect is modelled through a
penalty on Q via a multiplicative factor,,,, [Can03]. Hence, Q value computed by
Q-Tool (ver. 2.21) is actually defined as:

— Tewo Pl

g, to,

Qest (2'7)

In Q-Tool 2.21, ASE noise, node crosstalk, XPM &WM are modelled through
noise variances:

2_ 2 2 2 2
01 =01pax Y01 xT ¥ O0xpm ¥ 0w » (2-8)

a6 :US,ASE +J§,XT' (2-9)

The contribution of XPM and FWM withirnr, are negligible and Q-Tool
v2.21 models these two effects via the varianggs, and o3, in (2-8) using the

models developed in [Car99], [ZP®], [INO'94]. Crosstalk is modelled as in
[RDF99] within both o, and g, via 0?2, and o2, as is ASE noise via?,e and

2
Oo.asE -

Although some effects depend solely on the netwopology and physical
parameters (ASE noise, PMD, filter concatenatiatfer effects (crosstalk, XPM,
FMW) depend on the network state, that is, on whgthtpaths are established in the
network, thereby introducing QoT interdependendwéen the lightpaths established
in the network.

The performance of the Q-Tool as a QoT estimatpedds on the number of
lightpaths that it should evaluate and also the emof channels that are available
per fibre link. When the number of channels peréfitink and the number of
lightpaths increase, the required time for Q-factmmputation also increases
exponentially. The performance of Q-Tool (versiaB1) is depicted in Figure 3-5.
The network topology that is used for this perfonggevaluation is the DT Network
as defined in Appendix A. The horizontal axis pr#gsethe number of active
lightpaths in the network and the vertical axissprés the required time to compute
the Q-factor of the all active lightpaths, when ewnlightpath is going to be
established in the network. It can be observedlfiahcreasing the number of active
lightpaths and also the number of channels pee fibks in the network, the required
time is also increased exponentially.
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Q-Tool (v2.2.1) Performance
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Figure 3-5: Performance of Q-Tool (ver. 2.21).

The Q-Tool (ver. 3.33) follows a slightly differeapproach to estimate the
QoT of the lightpaths. The overall performanceha signal quality is reflected in the
Q-factor, which combines the impact of key physiogpairments in a single figure
of merit (Q,) as follows:

I in — |
S - QpenPMD (2-10)

2 2 2
JO,ASE + \/USLASE + UXPM + UF\NM

Q. =20log

The term of (I;, = l,wx) refers to the difference of the minimum detected

current at the level of “1” and the maximum at tb& level which defines the eye
closure distortion induced by FC, SPM and CD onsiigaal. The denominator of the
Q. formula includes the variances of all the nois@amments that add up to the

total signal power variances; . and o7, refer to the variance of the detected

spaces and marks due to ASE noise. XPM and FWMsa@med only to add noise at

the level of “1”s and therefore the non-linear ined degradation is expressed by
2

Oy @ndo?,,, - The PMD penalty on Q-factor is modelled usingriQ3:
QpenPMD = 1O'ZBZDPMDL ’ (2-11)

where D, is the fibre dispersion parameteris the length of the transmission fibre
andB is the signal bit rate. Her@,,» is the penalty to be deducted from the Q-
factor (expressed in dB) that does not incorpaifae®MD effects.
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Since the Q-factor is in fact a figure of merit ®ID-induced penalty has to
be subtracted from the total estimated Q-factol.d@} computes th&),, and offers

fast assessment of the QoT of a signal given aifspdist of lightpath(s), and
physical topology specification using analyticatiarumerical simulations.

The Q-Tool considers the impact of XPM on the penfance of a single link
according to the Cartaxo analytical model [Car38hjich is properly modified to
match the specific link architecture. The analytiegpression ofos,,, is derived
using the approach reported in [PRE]. The model in [INO94] and [WWO04] are
used in Q-Tool to deriver?,,, in a closed form.

The input of the Q-Tool is abstractly divided intwo parts: the physical
topology and a set of lightpaths. The physical tlogy is essentially the entire set of
physical parameters that defines the network tapol®he other input consists of the
number of paths with their corresponding assignadelengths, which is usually the
result of the Routing and Wavelength Assignmentess that serves a given demand
set (traffic matrix) or even a single demand. Th&d@l then utilizes the physical
layer models and information to estimate the impéthe physical layer impairments
and their combined effect and return the Q-factoeaxh lightpath. The Q of each
lightpath is merely a metric that characterize€i¢s .

Figure 3-6 depicts the main building blocks of QelloThe Q-Tool core
engine subsequently invokes the processes thatuatealthe impact of the
impairments and eventually combines all respectgeilts to the Q-factor (i.eQ. ).

These processes account for the following phydegdr impairments: Self Phase
Modulation (SPM) with Chromatic Dispersion (CD)Jtéi Concatenation, Amplifier
Spontaneous Emission (ASE) noise, Cross Phase soalul(XPM), Four Wave
Mixing (FWM) and Polarization Mode Dispersion (PMD)

PPD TED

Q-Tool XML Parser

Physical parameters Network topology

Q-Tool Core Engine

[(gg:ncggu;g)][ FWM ][ PMD )[ ASE ][ XPM j
¥ ¥ ¥ v )

[ Q-Factor computation module J

Q-factor Values

Figure 3-6: the key building blocks of Q-Tool.

The Q-tool estimates the Q-factor of a given liglipin a two-step approach.
First, single channel numerical simulations arefggered to account for the
deterministic distortions and then all the noisente are calculated and added to the
total Q value. The purpose for this selection veelsave a combination of an accurate
numerical method that applies only on a per chabasis, having therefore minimum
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effect in the processing time consumption, withast fanalytical estimation method
that incorporates all additional distortions in tbem of added noise.

3.4 Chapter Summary

As light propagates through a lightpath in the ¢parent optical networks,
physical layer impairments accumulate on the traitsd signal. Therefore, it is
possible to provision a lightpath, while its qualdf transmission (QoT) does not
meet the required threshold.

One of the key building blocks in an impairment eavglanning and
operation methodology for optical networks plannargl design is a QoT estimator,
which is typically a combination of theoretical nabel and/or interpolations of
measurements, usually performed offline, but algssibly online. A practical QoT
estimator should be fast to ensure that lightpatrs be established in real time of
course with proper accuracy.

Physical layer impairments can be classified imedr (i.e., attenuation, CD,
PMD, FX, crosstalk, ASE noise, insertion loss, &12l.) and nonlinear (i.e., SPM,
XPM, FWM, SBS, SRS) effects. Analytical models (e.Q-Factor) or a hybrid
approach considering analytical, simulation and eexpents are proposed for
modelling the physical impairments and incorpomtitheir impacts in RWA
algorithms. In addition to the detailed descriptmfrphysical layer impairments, the
findings regarding the physical layer impairmentsdels are presented, which are
reported in the state-of-the-art literature. Thare few works in the state-of-the-art
surveyed papers that consider the advanced magluldbrmats and Raman
amplifiers in their studies. Also higher bit ratesd the challenges that they will
introduce are areas that require more research.

Finally, the QoT estimator that is utilized in thissearch introduced. The
DICONET Q-Tool (both version 2.21 and 3.33) is al@stimator that considers the
impact of key physical layer impairments and estarthe QoT of lightpaths, which

is expressed in a single figure of mer@.(). This tool is not a contribution of this

work; however it is extensively utilized in the ¢obuted algorithms both for
planning and operation of transparent optical neta/o

Considering the complexity of a WDM system, the moet that the Q-tool
employs to estimate the impact of transmission impents on the lightpath quality
aims at a compromise between speed and accuratye imanner described in this
chapter.
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4. Impairment-Aware Network Planning

The evolution of the optical networks as the maifnaistructure underneath
the emerging data-intensive applications is focusadthe provisioning of more
capacity in a cost effective manner. The evolutitend depicts a transformation
towards higher capacity transparent optical netwaevith lower (CAPEX and OPEX)
cost for the next generation core networks [B&B, [STLO8], [AKT'09]. To
materialize the vision of transparent optical neksp while offering efficient
resource utilization and strict quality of servigearantees based on certain service
level agreements, the core network should effitygmtovide high capacity, fast and
flexible provisioning of lightpaths, high-reliaiyi and integrated control and
management functionalities.

During the planning phase, the traffic demand i®aaly known at least
partially, enabling the network operator to perfothe resource allocation task
offline. Since, in all-optical networks, bandwidis allocated under the form of
lightpaths (i.e., the combination of a route betwego nodes, and a wavelength), the
problem of pre-planned resource allocation in suetfworks is called static or offline
Routing and Wavelength Assignment (RWA) problem 9BIS [ZIMOO]. The other
case, whereby traffic demands are assumed to anri@elynamic fashion, is referred
to as the online or dynamic RWA problem.

In the second chapter (Chapter 2), a comprehetisérature review on the
proposed algorithms that address the online arsh@ffmpairments Aware Routing
and Wavelength Assignment (IA-RWA) problem that aod for physical layer
impairments, was presented. Indeed it is now wedivkn that the impact of physical
layer impairments on the QoT of the lightpaths withelectrical regeneration can be
reduced using appropriate IA-RWA algorithms [KTD6], and much research has
been devoted to the online case. However, as itediaa Chapter 1 few works target
the offline case compared with the proposed salstior online I1A-RWA problem;
in addition, those proposed offline IA-RWA algontls are evaluated for different
metrics and network topologies, making them ditticto compare. Authors in
[MCVO09] present a Linear Programming (LP) relaxatitormulation for RWA
problem that tends to yield integer solutions. Shlgnal degradation due to physical
impairments is considered as additional soft cang#s on RWA. The work in
[MCK*09] formulates the problem of regenerator placemantl regenerator
assignment in translucent optical networks, asrtali topology design problem.
Integer Linear Programming (ILP) and simple greduBuristic algorithms are
proposed to solve this problem. Once the sequehoegenerators to be used by the
non-transparent connections has been determinedl, itial demand set is
transformed to a sequence of transparent conne@rests that begin and terminate
at the specified intermediate regeneration nodesn&n IA-RWA algorithm is used
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to serve the converted demand set. Authors in [Y83R@dress the issue of shared
protection in translucent WDM mesh networks witmsideration for physical layer

impairments. None of these works tackle scenarits adedicated protected demands.
A recent study shows that the CAPEX differencehared (e.g., 1:1) and dedicated
(e.g., 1+1) path protection schemes is much lowetransparent optical networks
comparing with its opaque counterpart [SQ$], making dedicated protection

attractive in transparent optical networks. Fos tl@ason, in this section, the problem
of offline IA-RWA where some demands can requirelidated path protection is

presented and tackled.

When it comes to protection and resiliency, the avedur of all-optical
components and architectures pose new challengée toetwork designers. In cases
where the efficient use of the network capacityingportant and relatively slow
restoration time in the order of hundred(s) of isétonds is acceptable, shared
protection schemes (e.g., 1:1) are applicableofrirast, in dedicated protection (e.g.,
1+1), both the primary (working) and the protectifmackup) paths are active
simultaneously, wasting resources but considerdétyeases the restoration times (to
less than 50 ms). A recent study shows that tHerdiice in CAPEX between shared
and dedicated path protection schemes is much lowteansparent optical networks
than in opaque networks [STR]. Since both the primary and the protectiorhpat
are established in dedicated path protection, tisene transient impact as in the 1:1
case, and thus a failure does not negatively affbet quality of established
connections. This makes dedicated path protectipartcularly attractive protection
mechanism.

Few recent works consider the impact of physicgkedaimpairments on
dedicated path protection schemes. The authordF04] propose an approach that
considers both physical layer impairments and pattability, in the form of a
constraint-based path selection algorithm. In [@AShe effect of physical layer
impairments on dedicated path protection schemew/éstigated. In the framework
of all-optical networks with various path protectischemes, the authors of [ZP3]
propose algorithms that exhibit low blocking proiigbwithout high computational
complexity. These works consider a dynamic tragtienario, where the lightpaths are
established and are torn down on demand, in cdrivabe static case which is the
topic of this chapter.

In this chapter the impairment aware network plagrproblem in the context
of transparent networks with dedicated path praieds investigated. The focus of
this study is on dedicated path protection dueagt festoration, lower CAPEX and
the absence of transient impairments phenomenashwbecurs in non-dedicated
protection approaches.

It is assumed that connection demands are knowrog;miven in a form of
a demand set (traffic matriX), and, in addition, demands with mixed levels of
protection, e.g., some demands may require 1+legioh while others require no
protection at all are considered. A connection dem& defined as a 4-tuple
(s.d,p,Agq), Wheres and d are the source and destination of the requested
connection,p is the protection type (which can be a QoS fejtumad Ay is the
number of wavelengths requested between ns@esid. A given source-destination
pair may require more than one wavelength ¢1) if the required data rate exceeds
the channel capacity. Four levels of protecticare considered: The most basic level
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is p=1, which corresponds to connections that do nqiire any path protection. The
most advanced level ip=4, which corresponds to connections that requme t
standard node-disjoint path protection (that is, working and backup paths have to
be node-disjoint). In addition, two intermediat®fection levels are provided. With
the “min nodes” §=3) scheme, the proposed algorithm makes a bestt eff find
link-disjoint working and backup paths with a smalimber of common nodes. In the
“min nodes and links” schem@=2) the number of common nodes and links is kept
small. Note that these last two levels of protettoe of the best-effort type, and no
hard guarantees are given; they could be offerecusbomers as more flexible and
cheaper alternatives to the full-fledge node-ddjpath protection scheme.

In general, the algorithmic approaches for the impant aware network
planning (also known as static IA-RWA problem) dam categorized as sequential
approaches, based on some heuristic algorithm,socombinatorial approaches,
which search for an optimal solution. In this clespa heuristic algorithm for the
optical network planning (i.e., static or offlin&-RWA) problem is presented that
accounts for the physical impairments and can piswide a variety of protection
levels to connection demands. These protectionldenamge from dedicated node-
disjoint protection paths to minimum common hopsl dink-disjoint paths. The
proposed IA-RWA algorithm solves the offline traffproblem in a sequential
manner. Initially, it orders the connections redsescording to some criterion, and
then proceeds to serve each connection requedtyoare. Since the order in which
the demands are considered plays an important imlthe performance of the
algorithm, two ordering strategies are proposed ewmdluated. The contributed
algorithm is nameaffline “Rahyab’. The offline Rahyab follows the sequential
approach.

The contribution of Offline Rahyab, which is congal in this Chapter, is
four-fold. First, by design the offline Rahyab isnavel IA-RWA that natively
accounts for dedicated path protection; secondlexi®d heuristic algorithm from the
literature to better include QoT related impairnseahd to consider the dedicated
path protection [EZKD6] is presented and its performance is compareil effline
Rahyab. Third, an ILP-based RWA formulation, frome tstate-of-the-art algorithms
at the time of impairment aware planning study,eithanced to include QoT
requirements and also to incorporate protected ddmigdKTM'05] and their
performances under similar performance evaluatraméwork will be compared.
The contributed novel heuristic algorithm perforbegter than the selected algorithms
under the same assumptions. Finally, a potentiageiof offine Rahyab as a re-
routing strategy is demonstrated. Before describiegalgorithm, its main building
blocks is presented.

4.1 Building blocks of Offline Rahyab

In offline Rahyab lightpaths are established byswdering the connection
requests sequentially, in a defined order. To ds, thn adaptive routing policy is
proposed, where the selected path is dependehiegstate of the network. Therefore,
the order in which the demands are considered p#éysmportant role in the

1 - Rahyab means path finder in Persian language.
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performance of the proposed algorithm. Hence, ih& building block in our
algorithm is a demand pre-processing module.

Two strategies to order the demands are proposkd. arpriori distance
between two nodes andd by the length of the shortest path betwsesndd is
assessed. It is more difficult to accommodate dadisveen nodes that are far apart,
because such paths use up more resources, hentiestlapproach is to order the
demands based on the lengths of the shortest patieye the longer paths are
processed first. The second strategy accountshiiptotection level demands, by
considering another ordering criterion, in addittorthe shortest path lengths. Thus,
protected connections (node-disjoint protectiomme of the two intermediate levels
of protection) are routed earlier, as they reguigge resources and there is generally
less flexibility in the way they can be routed. &fiprotected connections have been
served, the unprotected demands are routed nexthinAgdach group (protected and
unprotected), the demands are ordered by decreslortest path length. These two
schemes are optionally combined with a round rebhlreduling; when this strategy is
applied, demands forlgy >1 wavelengths are broken inttyy demands for 1
wavelength, and these demands are served indepbnaeth one wavelength being
allocated at each round, in an order that is detextinas above. This is illustrated in
Figure 4-1 for a set of three demands. In shoxt, dvdering schemes (longest shortest
path first, and protection level then longest sksirpath first) have been developed.
Combining these two schemes with round robin omdgeriefines four different
demand pre-processing policies (i.e., with or with@und robin scheduling).

The routing engine utilizes the Breadth-First-Skastortest path algorithm.
This algorithm finds the shortest path, breakirgs tby using the hop count as a
secondary criterion. Note that increasing the sizthe set of candidate paths has an
adverse effect on the running time of the algoritBmwill be seen below, candidates
are checked for QoT adequacy, and QoT computaicmsime-consuming. The size
of the set of candidate paths can thus be seertiasrg parameter for the trade-off
between blocking probability and running time. Bobion level is accounted for by
this component as follows. If no protection is resped |p=1), a k-shortest path
algorithm is used. If any kind of protection is wegted =2, 3, 4), a modified
Bhandari algorithm [Bha99], [Sim08] is run tondi the primary and protection

(backup) candidate paths.
100000

(S,d,p,Asd)
A2 (c,1)(3,2) a)@
Time >

Sequenced demands
Figure 4-1: Processing order of demands a) with ankl) without round robin scheduling.

This algorithm finds the pair of paths with theldwing objectives, tested
sequentially: a) minimization of the number of coammodes, b) minimization of the
number of common links (in case of a tie for ohjext(a)), c) minimization of the
sum of the lengths of the two paths (if both (a] éo) result in a tie). If this algorithm
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returns a pair of node-disjoint paths (objectivesand (b) were met with 0 common
node and 0 common link), this pair is returnedresdandidate pair irrelevant of the
demanded level of protectiop«2, 3, 4). If the algorithm returns a pair with amen
nodes but no common link, and if the requested patkection is either minimum
nodes and links, or minimum nodeg=2, 3), then this pair is returned as the
candidate pair. If the algorithm returns a paittmaommon nodes and common links,
and if the requested path protection is minimumesaand linksg=2), then this pair
is returned as the candidate pair. Other casef nesublocking.

Another key component in the contributed algoritisnthe physical layer
performance evaluator. The Quality of Transmisgi@oT) of a lightpath is assessed
through its Q-factor value using the Q-Tool (Versi21). This tool was defined in
great detail in Chapter 3.

The last building block of proposed approach isuadidate selector: it selects
the lightpath from the candidate routes and wawghen according to the defined

policy.
4.2 Offline Rahyab Algorithm

Using the building blocks introduced, the schemdtaw of the proposed
algorithm is depicted in Figure 4-2. Assuming aflireé traffic scenario, the demands
are known in advance. Protected and unprotectecui@snseparately are treated. For
unprotected demands a layered network gr&NGj is constructed as follows. The
network topology for a given WDM optical networkdefined by a grapke=(V,E),
whereV is the set of nodes in the network (vertexes),Emlthe set of bidirectional
links (edges) which in this case are optical fibr&ach link supports a set
C={1,2... W} of wavelengths, and there avé=|C| wavelengths available per link. A
layered network graphNG=(V\w,Ew) is a directed graph constructed fr@n Each
node,n L1V, is replicatedV times in theLNG. These replicas ai are denoted by
n(1), n(2),..., n(W) OVw. If link [;;LJE connects node; to noden;, then nodesy(w)
andn; (w) of LNG are connected by linkg (w) andl;i (w)UEw for all wLIC.

The representation of theNG is shown in Figure 4-3. The diverse routing engine
simply constructs a set of diverse routes in eaabhelength layer of theNG graph,
which is similar to the “adaptive routing” [MA98Jparoach. In order to control the
level of diversity of the routes, two parameté&rsand ¢ are defined, wheré&
determines the number of computed shortest paithg defines the number of node
and/or link disjoint diverse paths.

After constructing the pool of candidate paths,utyizing the diverse routing
engine, physical layer performance evaluator (ihahe Q-Tool) is used to compute
the impact of each candidate route on the curresigblished lightpaths. The impact
of establishing the new lightpath is computed biytsacting a threshold from the Q-
factor of all active lightpaths (including the cahate path) and finding the minimum
value as expressed in:

errpact = rp!Nn (Qp,w - QThr&shoId ) ! (3-1)

whereQpw is the Q-factor of all active lightpathg,\{).
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The next step is to select a lightpath from thed@ate lightpath list. A heuristic
is considered, by which the candidate lightpath yields a maximun®jmpac value is
selected. If this candidate lightpath is found thiea lightpath will be established and
the network topology graph will be updated to reffléhe wavelength and route
allocation. The intuition behind this is that sintee network graph has been
decomposed to different wavelength layers and fhelayer a diverse set of
candidate paths will be found, a lightpath with immiom QoT impact on the active

lightpaths as far as the Q-factor metric is conedynvill be found.
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Routing Engine

IA-RWA
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4
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Figure 4-2: Building blocks and the flowchart of “Offline Rahyab” algorithm.
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Figure 4-3: Layered network graph.

If the demand is requesting a protected lightpetisép=2, 3, 4), offline Rahyab
algorithm constructs two sets of candidate pathme €kt is for the primary lightpath
and the other is for the protection (backup) ligiitp In 1+1 protection scheme, both
lightpath will be established. Thus another setigiitpaths is constructed, which
includes all possible combinations of primary amdt@ction lightpaths. Note that all
available wavelengths for each route are considieredach lightpath. The impact of
lighting on both primary and protection path isnthemputed using the physical
layer performance evaluator (i.e., Q-Tool). Evehyua pair is selected that
introduces the minimum impact on the active ligtttgaand the network graph will
be updated accordingly. In both cases (i.e., ueptetl or protected demands), if a
proper lightpath or lightpaths pair is not foundert the demand is blocked. The
performance of offline Rahyab algorithm (in ternfsranning time) highly depends
on the performance of the physical layer perforreasmaluator.

4.3. Performance Evaluation of Offline Rahyab

A number of simulation experiments were performedorder to evaluate the
performance of offline Rahyab algorithm. In ordervaluate the performance of the
physical layer the Q-Tool (ver. 2.21) was used &30d estimator. The IA-RWA
algorithm and routing engine were developed usiNET Modeller simulation
platform. The whole simulation scenario is conddaising a co-simulation approach
between MATLAB and OPNET Modeller. The network ttqgy in the simulation
studies is the generic Deutsche Telekom natiortalar& (DT-Net) (Appendix A).

The line rate in this network is assumed to be J¥GHA he traffic load in this
network is defined as the ratio of the given numifeconnection requests over all
possible connections.

Links are SSMF spans (3 dBm/channel, dispersiesh7Dps/nm/km, attenuation
a=0.25~dB/km) with DCF (-4 dBm/channel, D=80 ps/nm/k. =0.5 dB/km) under
compensating the dispersion by 30 ps/nm/km in esghn. A pre-dispersion
compensator sets the initial dispersion to 400+ps/and a post-dispersion
compensator sets the dispersion to 0 at the endaoh link (before a node).
Amplifiers compensate exactly for the losses inedirduring transmission with a
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noise figure NF=6dB with small variations. The r&fjto-crosstalk ratio was set
around -32 dB with small variations in each nodee Threshold value for computing
the impact on Q-factor is 15.5dB (correspondind3ER=10"° without FEC). The
data rate is set to 10Gbps per wavelength in eatlvonk with a 50GHz channel
spacing.

In Figure 4-5, the blocking rate for the DT netwdokology and 32 wavelengths
per link is ploted. For the proposed algoritkel0 shortest paths as candidate paths
for each source-destination pair was used. A “@RWA” algorithms, namely a
typical impairment-unaware RWA (IlUA-RWA), where ttshortest path over the
whole set of candidates is chosen, is comparedthiproposed IA-RWA algorithm.
In the pure-RWA algorithm case, the lightpaths tth@tnot meet the QoT constraint
are blocked after the algorithm has terminated. v chart of the impairment
unaware RWA algorithm is depicted in Figure 4-4.
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(Pure RWA) Get noxt
demand

y
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(primary+protect) using
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shortegt path)

Build a layered network
graph for each
wavelength
T

Construct a candidate
set of routes using

"] routing engine (single

shortest path only)

Construct a set of
candidate pairs of
lightpaths
(route+wavelength)

Routing Engine

i
a
2n
-
5
<
o
o
=
Q
E3
o
7]
@,
w
3
3
[
=1
Las

Demand is
blocked 4

Physical Layer
Performance Evaluator

Establish the lightpath
and update the network
topology graph

r
Compute the QoT of the IUA-RWA solution to
identify the blocked demands due to
unacceptable QoT

Figure 4-4: Flow chart of the Impairment unaware (Rure RWA) algorithm.
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In addition, cases whep=0 (no protection for all demands) and cases whede
for 20% of the demands are separated. Proposedithlgs show a reduction of
about 15-20% in blocking rate over the pure RWAodatgms. The gain is even
higher for demands with protection, showing thajpmsed IA-RWA actually benefits
best in (more realistic) scenario with protectedndeds. Very high reduction in
blocking rates for each topology is achieved, shgwihe efficiency of offline
Rahyab. In Figure 4-6 the same performance medridepicted for EON network
topology and various loads. The characteristighefEON network is summarized in
Appendix A. It is observed that for load=0.7, trengof offline Rahyab is 35% better
than IUA-RWA algorithm for un-protected demands.

0.7 T T T T
——20% prot. - ITUA-RWA

—i— 0% prot. - TUA-RWA

—O— 20% prot. — Offline Rahyab

06" _g—qos prot. — Offline Rahyab
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<
.
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Blocking rate

=
w

Gain in blocking
rate: 22% for

load=0.7
0.1 Maximum load Offline Rahyab 7
for 0 blocking
(20% protection)
L L ® .
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Figure 4-5: Blocking rate vs. traffic load (DTNet),assuming 32 wavelengths are available per
link.
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Figure 4-6: Blocking rate for EON network.
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In Figure 4-7, the translation of this gain int@aarce requirements savings
for the DTNet topology is shown. The maximum adntke load that results in zero
blocking as a function of the number of wavelengghiailable per link is plotted.
This data can be used by engineers to dimensionetveork at time it is designed, as
it tells the amount of equipment needed (relateGA®EX) to run a network so as to
serve all required connections. In particular,ah de seen that, for instance, for 16
wavelengths with 20% protected demangsQj, the proposed IA-RWA can allow
twice the load compared with the pure RWA. The ltesare similar when all
demands are unprotected.

1

T
0.0 |0 20% prot. ~ [UA-RWA Rahyab
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Figure 4-7: Maximum load that can be served with 0%blocking as a function of the number of
available wavelengths.

In addition to EON and DTNet network topologiese thtudies have been
repeated using the Internet-2 network topology. Trhernet-2 network has 9 nodes,
26 unidirectional links, and average node degre2 &3 (as defined in Appendix A).
The average shortest path length is 1266 km fogrmet-2 topology. The traffic
demand for Internet-2 is calculated based on alptpo-distance model. The traffic
in Gbps between two nodes grows with the produdhefpopulation between both
nodes, and decreases with the square of the desbetaween them. The base matrix is
normalized; so that the sum of the offered traffquals to 1 Tbps. These traffic
matrix values are compiled in Appendix A. Note tladit the traffic matrices are
symmetric.

In Figure 4-8 the blocking rate versus the offefedd corresponding to
different demand sets is depicted. For the protledemand sets, it was assumed that
20% of the demands are requesting for a 1+1 desdigaotection. It can be observed
that the performance of offline Rahyab is bettemthUA-RWA algorithm for both
protected and unprotected demands sets. The btpchkie of both algorithms for
different value of available channels per link isptted in Figure 4-9. It can be
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observed that for the experimented range of aJail@hannels per links, offline
Rahyab performs better than IUA-RWA algorithm.
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Figure 4-8: Blocking rate vs. load for Internet-2 retwork topology.
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Figure 4-9: Blocking rate vs. number of channels pdink (Internet-2).

4.4 Comparative Study

Most of the algorithms proposed in the literaturensider the online
(dynamic) version of the IA-RWA problem. In contyathere are few works in the
literature regarding the offline IA-RWA problem, gsesented in Chapter 2. In
general the algorithmic approach for the physieglet IA-RWA problem can be
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categorized either as sequential approach basedsoome heuristic or global
optimization, which searches for an optimal solifilMCK*09]. The pros and cons of
each approach are discussed in [S08].

Random Search RWA (RS-RWA) is a heuristic algoritivat was proposed
in [EZK"06]. The main idea in [EZK06] is to perform a sequential search to compute
lightpaths for a given random order of connecti@guests (permutation) in the
demand set. The set of available paths is an arpiget of k alternate shortest paths
which are given for each pair of source destinatmaes. The wavelengths are
assigned according to the first-fit policy. Amongnamber of random order of
connection requests the one that achieves the tdigegpath blocking, is selected.
Once a set of accepted lightpaths is found, thaiphalsignal quality is verified.

ILP-RWA is an optimization-based algorithm that veaisdied in [KTM05],
[TVM*04]. The RWA problem is formulated as an ILP prahlelt is a global
optimization algorithm, which for a given set oflitpath requests finds an optimal
RWA over available paths and wavelengths. The Seadidate paths consists of k-
shortest paths (between each pair of nodes), wéiehcalculated based on some
impairments-aware link cost metric. The link castsrespond either to the individual
impairments [KTMO05], or are calculated as a link Q-factor [TVD4]. The
optimization criterion is the minimization of linksage subject to the network layer
constraints.

An impairments-aware offine RWA algorithm that iges Q-factor costs to
links before solving the problem is proposed in [M&7]. In that work, which is
based on [KTMO5], k-shortest routes are computed consideringpialty value as
the link costs. Then, the wavelength that maximibesQ value is selected to serve
each connection request. Since the wavelengthrassigt is not performed jointly
for all connections, a worst case assumption feritieerference among lightpaths is
used. Therefore, the proposed algorithm does rke tato account the actual
interference among lightpaths and does not trulynope the performance, since it
assumes worst case interference.

In this section the RS-RWA algorithm [EZ86] and an ILP-based RWA
(ILP-RWA) algorithm [KTM'05] are considered as two offline IA-RWA algorithms
from literature (both extended with path protecticapability) because they use
different approach to address the IA-RWA problenhefM their performance are
compared with that of the offline Rahyab IA-RWA atghm under the same traffic,
network and physical layer conditions.

4.4.1 Enhancement of Selected Algorithms

RS-RWA [EZK'06] is a heuristic IA-RWA algorithm, in which forrmumber
of different random ordering of the connection rests (traffic demand set), the
algorithm performs sequential processing of conaraequests with the goal to find
the lightpath assignment that achieves the lowlesking rate.

Each of these random ordering of the connectionesis is considered as a
permutation of the demand set. Once a set of sghipaths is found, the physical
signal quality is verified and the lightpaths thdd not comply with the QoT
requirements are rejected. Here two enhancemeritagmve the performance (in
terms of blocking rate) of this algorithm (RS-RWA-@ presented and support for
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dedicated path protection (RS-RWA-QP) consideraimradded. The processing
steps of RS-RWA are as follows:
1. Initialization: for each pair of source-destinatiorodes calculatek
alternate shortest paths.
2. Generate a permutation vector and arrange connecgquests in a
random order defined by the permutation vector.
3. For given permutation vector, find RWA according ttee following
subroutine:
a. Take first request from the permuted set of reguest
b. Select the next computed path from the set of paths
c. Select first available wavelength on a given pattoeding to the
First-Fit policy.
d. If no wavelength is available, select next path eepkat step c); if
the request is not supported by any path and wagtiereject it.
e. Repeat steps b) to d) for all lightpath requests.
4. Repeat steps 2)-IaxTries times (e.g., 100) for different permutation
vectors.
5. Select the RWA solution that achieves the lowesheation blocking.
6. Verify the QoT of the accepted lightpaths using laysical layer
performance evaluator (Q-Tool). All lightpaths wahQoT value below a
certain threshold are blocked.

Here the RWA subroutine of RS-RWA (step 3) only siders the network-
layer constraints, (i.e., the availability of wasegths on candidate paths). Moreover,
the best RWA is found based on the blocking peréroe only at the network layer.
Therefore the performance of the physical layenas incorporated in the RWA
process and the QoT verification is performed psta last verification step on the
final RWA solution.

In order to consider the impact of physical layempairments in this
algorithm, the RS-RWA is enhanced to RS-RWA-Q byfgrening QoT verification
for each permutation of demand set (i.e., aftep feabove). This modification
enables us to search at step 5 for the RWA solutiah achieves lowest blocking
rate, among all the permutations, considering hbéhnetwork layer (i.e., resource
availability) and physical layer constraints. Imrtuto serve demands with dedicated
path protection, the RS-RWA-Q is further enhancedobtain the RS-RWAQP
algorithm as follows. In the first step of this amlcement, in addition to the set of
primary paths, a set of backup diverse paths is etsnputed (step 1). Protected
demands are processed before unprotected demamdseaé&h protected connection
request, both primary lightpath and backup lighipate searched similarly as in the
RWA subroutine of RS-RWA. The search is performatil @ pair of lightpaths is
found such that one lightpath is on a primary paid the other lightpath is on the
corresponding backup path. If such a pair of ligkits cannot be established at the
same time, the request is blocked. Finally, duthreyQoT verification phase, which
is performed for each permutation, both primary badkup lightpaths are checked;
if any of the two does not comply with the QoT regments, the request is rejected.
Unprotected demands are processed according tREIBWA-Q algorithm. The
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original RS-RWA and proposed enhancements (i.e:RR8\-Q and RS-RWA-QP)
are indicated in the flow diagram (Figure 4-10RS8-RWA algorithm.

Initialization
I Find k candidate shortest paths for each demand I

RS-RWA-QP:
Find k candidate shortest paths for each
unprotected demand and diverse primary/backup
paths for protected demands

------------------------------------------------------

Perform sequential RWA for the given demand set and
record the blocking rate
(considering QoT in RS-RWA-Q and RS-RWA-QP)

Yes

of Randomizatio
< MaxTries?

RS-RWA:
Select the RWA solution with minimum blocking
rate and then verify the QoT of the selected solution

E Select the RWA solution with minimum blocking E
i rate considering the QoT of the RWA solutions !

Figure 4-10: Flow chart of RS-RWA algorithm and prgposed enhancements.

The main idea behind the ILP-RWA algorithm is tadfian optimal RWA
solution over a set of pre-computed paths and themorm QoT verification of
candidate lightpaths using the physical layer perémce evaluator (Q-Tool version
2.21, presented in Chapter 2). The RWA problemorsntilated as a common ILP
problem, i.e., subject to the network layer constsa and physical layer constraints
are not included directly into the set of constsirtill the impairment-awareness
property of the algorithm is in place with two calesations. First, the set of
candidate paths is calculated based on some imgairaware link cost metric and
by means of a shortest path algorithm (e.g., tHksDa algorithm). The idea is to
explore the paths which are less likely to expe&gesignal distortions.

Secondly, the set of lightpaths obtained afterstiiation of the ILP procedure
is checked with respect to the optical signal quaéind if a given lightpath does not
comply with the QoT requirements, it is blocked.

Here extensions are proposed that decrease thkirfigo@te due to both the
wavelength continuity and the physical layer parfance constraints and also enable

-59-



Chapter 4: Impairment-Aware Network Planning

it to handle protected demand sets (i.e., lightpathuests with dedicated path
protection). The relevant notation are introducedoélows:

Notations:
E The set of edges (directed network links).
W  The set of wavelengths.
D The set of demands; each demand corresponds to af g@urce-destination
nodes.
P4  The set of (primary) paths supporting demend
P, The set of backup paths supporting demand

p The setofall pathsp= U (P, URy).
dobD

We assume|Pd|:‘Pc;‘,DdDD, and for each primary patpOp, there is a

unique backup patlp OPq defined according to the one-to-one mappijng) = p

such thaty(q) # p',0q0P, \{p} . Such a mapping allows us to represent pairsspidt
primary and backup paths.

Variables:

x, 0{01} A decision variable, equal to 1 if wavelengthon (primary) patrp is
assigned to an (unprotected) lightpath, and equaldtherwise.

yow {03 A decision variable, equal to 1 if wavelengthon primary pathp is
assigned to a protected lightpath, and equal tin€raise.

vy 0{0 A decision variable, equal to 1 if wavelength w leackup pathp is
assigned to a protected lightpath, and equal tin€raise.

% 0{03  An auxiliary variable, equal to 1 if wavelengthon link e is used, and
equal to 0 otherwise.

xg0Z* A slack variable which represents the number of-awoepted
unprotected lightpath requests of demédnd

y,0z* A slack variable which represents the number of-awoepted (i.e.,
blocked) protected lightpath requests of dentand

udz? A variable counting the number of links in whichetimost occupied
wavelength (in the entire network) is used.

Coefficients and constants:

Oep A coefficient which is equal to 1 if linke belongs to (primary) patp,
and equal to O otherwise.

A coefficient which is equal to 1 if link belongs to backup path and

N equal to 0 otherwise.

hy The volume of (unprotected) demand d (i.e., the emof lightpath
requests for a given pair of nodes).

hf The volume of protected demand d.

a A big constant number used as a weighting coefficia the multi-
objective function to give a priority to the blooki objective of
unprotected connection requests.

B A big constant number used as a weighting coefficia the multi-
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objective function to give a priority to the blookj objective of protected
connection requests.

1) Basic problem formulationIn the beginning, a basic ILP formulation of R&/A
problem (ILP-RWA) without protected demands is préed. The formulation has
been slightly modified with respect to the one prasd in [KTM05]. The reason is
that in [KTM'05] there is no link capacity constraint imposed,as a consequence,
all the requests are assumed to be served by thenke Moreover the optimization
criterion is the minimization of overall link usag8ince the main focus is on the
blocking rate performance metric, additional lirdpacity constraints is imposed and
the problem objective is modified.

The ILP-RWA problem objective is to minimize thenmoer of lightpath
requests blocked due to inability to find a freesalangth:

minimize " x, (4-1)

dob
subject to the following constraints:

* Input traffic constraints:

zsz+Xd =hy,0d0D (4_2)
wow

pOPy

For each demand, available wavelengths on paths from Bgtare assigned to
lightpath requestby. Note that sincex, is a binary variable, each path-wavelength
pair can support only one lightpath. Also the wawgth continuity constraint is
imposed implicitly since decision variabkg, defines the entire lightpath (i.e., the
assignment of wavelengthi on pathp). Slack variable is introduced to count the
number of lightpath requests that cannot be supgdrte., blocked).

* Wavelength assignment constraints:

D FeXow = Xew, IO E, OWOW (4-3)
pOP

Only one lightpath may use wavelengtlon link e at the same time; note that
since variablew, is binary this bound is (implicitly) imposed. Rangonstraints:

xw| xw|

X OB g, 0BI% M %, 077, (4-4)

whereB denotes the binary sé& € 0,1).

2) Formulation enhancementsThe main drawback of ILP-RWA is the lack of any
(explicit or implicit) impairment aware informatiomvolved into the optimization
process. In particular any feasible RWA solutioat thatisfies the minimum blocking
performance objective of ILP-RWA is equally good. flact, in the presence of
physical layer impairments some solutions (e.@séhthat make use of a small subset
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of available wavelengths which, in addition, areghbour wavelengths) may be
more susceptible to crosstalk effects than thetisolsi that try to make use of the
entire pool of wavelengths and explore wavelengthanly. Intuitively, when the
assignment of wavelengths is diversified over tagvork, it gives more chances for
a disperse wavelength occupation in network lifikef for instance, in case of first-
fit assignments [HBR7].

In order to induce the ILP algorithm to look forcbusolutions the problem is
reformulated by introducing additional constrairda the maximal usage of a
wavelength in the network and by representing thgabive as a multi-objective
function. This new formulation, denoted as ILP-RWH; is defined as follows:

minimize a)_ x4 +u, (4-5)
dOD

subject to (4-2)-(4-4), and additional maximal wlangth usage constraints:

z Xaw S U, OWOW, (4-6)
elE
udz®. (4-7)

In this minimization problem priority is given tbé blocking objective (it is
assumed thatr >>1) and, in the second place, the focus will be anubkage of the
most occupied wavelength in the network, whicheisresented by variablein the
objective function. Constraint (4-6) allows findirsgich maximal usage, since the
inequality (4-6) has to be satisfied for all wavejths, and constraint (4-7) is
integrality constraint. Note that by minimizing timeaximal wavelength usage we
implicitly induce the ILP solver to look for thelstions that try to balance the overall
wavelength usage and, as a consequence, divemsifgssignment of wavelengths in
network links.

3) Protection extensions The ILP formulation in [KTMO5] does not take into
account the existence of protected demands. Herextended formulation (ILP-
RWA-LUP) is presented to handle such demands wetticdited path protection. In
particular a protected connection request requhresassignment of both a primary
and a backup lightpath; in case that no such sanatius assignment is feasible, the
request is blocked. The optimization objectiveoisrfulated as:

minimize a» x, +BY_ y4 +u. (4-8)

doD doD

The multi-objective function of (4-8), which is diar the one in ILP-RWA-LU,
incorporates the sum of unaccepted protected desr@pakt from counting the sum
of unaccepted non-protected demands and the maxwasklength usage. It is
considered thaig>>a and a>>1, so that the acceptance priority is given first to
protected and then to unprotected demands. Acagiydinonstraints (4-2)-(4-4) and
(4-6) are reformulated:
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» Unprotected and protected input traffic constraints

zsz+Xd =hy,0d0D (4_9)
wow

pOPy

—_hP
Zm;wyp“yd =hg,0d0D (4-10)

pOPRy
Primary lightpaths are assigned to both unproteatebiprotected demands.

* Wavelength assignment constraints:

pzm:;é'ep(xpw+ypw)+ ’édépy'pw = Xgy, D0 E, OwOW. (4-11)
d

Again, only one lightpath, either primary or backaopy use wavelengtiv on link e
at the same time.

» Wavelength usage constraints, which have the sapkcation as (4-6) and
(4-7) in ILP-RWA-LU formulation:

erw <u, OwOw, (4-12)
eE
ubdz*. (4-13)

» Backup lightpath selection constraints:

> You= Y5, =0.0d0D,0p0Ry, p' = y(p). (4-14)
wow

Constraint (4-14) states that for each protectethection, a primary lightpath is
assigned if and only if a backup lightpath is assdy The selection of primary path p
induces the selection of backup path p0O accordirthe mapping/).

Finally:

x| xw| a\l a\l

X DBy 0Py 0By, 085 x, 0zP uoz®, (4-15)

which are range constraints imposed on problenakbes.

4.4.2 Assumptions and Simulation Parameters

The network topology in the simulation studies iEN2t (See Appendix A).
This network has 14 nodes and 23 bidirectionaldintith an average node degree of
3.29. The line rate in this network is assumed ¢010 Gbps. A heterogeneous
network topology is assumed in which the node amidadrchitectures have different
impact and contributions on physical layer impaintse The offered load in the
network is defined as the ratio between the nurebdightpath demands divided by
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the number of pairs of nodes in the network. Thi waffic load corresponds to the
demand set where there is a lightpath request leetwach pair of (distinct) source
destination nodes. However, it is possible to hane than one lightpath request
between a given source-destination pair.

The evaluation is performed for the values of tcaffiad between 0.5 and 1.0
with a step of 0.1, corresponding here to the dstabent of 91 to 182 lightpaths.
For each load value 50 different demand sets afammn(static) lightpath requests is
considered. In case of protected demand sets, 2Qb& @lemands were requesting a
dedicated protection lightpath between source astirtation.

Q vs. lightpath length (10-5P)

0 (dB)
N

i i i i i i i i
200 400 600 200 1000 1200 1400 16800 12800
Lightpath length (km)

Figure 4-11: Q-factor value vs. lightpath length (@nreshoii=15.5 dB).

The input power to the links is -4 dBm and 3 dBm giegannel for Dispersion
Compensation Fibre (DCF) and Standard Single ModereF(SSMF) fibres
respectively. It is also assumed that pre-disparsmmpensation of -400 ps/nm is
considered in the links. The SSMF amplifier spargth in each link was set at 100
km, followed by a DCF segment that under-compess#te dispersion of the
preceding SSMF of a value of 30 ps/nm/km. At thé eheach link the accumulated
dispersion is fully compensated. It was assumed tha SSMF fibres have a
dispersion parameter of 17 ps/nm/km and attenuadio®.25 dB/km. The DCF
segments have a dispersion parameter of D = 80nglgim and an attenuation of 0.5
dB/km. The PMD coefficient for all fibre segmenssset to 0.1ps/vkm.The channel
spacing was set to 50 GHz. The noise figures tlesie witilized in simulation studies
had a mean value of 6 dB with a variation of 1 bBa similar manner the signal-to-
crosstalk ratio had a mean value of -32 dB witlewiaion of 2 dB around this mean
value in each node. The threshold value for comgutihe impact on Q-factor (i.e.,
Qthreshold) is 15.5 dB (corresponding to BER:Mthout FEC). In Figure 4-11 the
Q-factor value of 10 shortest paths between alkiptes pairs of the nodes in the
network is depicted. Without considering the impaicbther established lightpaths,
the maximum optical reach is about 1500 km in ti@svork.

Two versions of the RS-RWA algorithm and the enkdnwersions are
implemented. In both casédaxTries(=100) permutations of each demand set are
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examined. The candidate shortest paths (SP) arelatdd considering the link length
as the link cost metric. The number of paths tihatcansidered between each pair of
source destination nodeskis {2, 10} for RS-RWA k = 10 for RS-RWA-Q, andét =
{1,2} for ILP-RWA and k = {1, 2, 3} in ILP-RWA-LU. Note that fork = 1 the
routing sub-problem of ILP-RWA is relaxed and thigoaithm performs as a

wavelength assignment algorithm. It is assumed dhdE|+1 andﬁzc{z hy +1]+1.

doD

The offline Rahyab algorithm consideéks= 10 shortest path between each source-
destination pair in its candidate set and if thenaed is protectedk = 2 diverse
routes between each pair are computed.

4.4.3 Results

In order to compare the performance of the selealtgdrithms the blocking
rate of demand sets is considered as the key pmafare metric. Blocking rate is the
ratio of number of blocked demands to the total bemof demands in a given
demand set. More specifically, metrics that chamot the quality of the solutions
obtained by the IA-RWA algorithms are: a) Blockinate for a given number of
wavelengths as a function of the traffic load ah&locking rate for a given load as a
function of the number of channels per link.

The blocking rates of three variations of RS-RW@oaithm are shown in
Figure 4-12. The performance of the enhanced RS-R¥Vélearly better than the
original RS-RWA algorithm (withk=2 andk=10 shortest path computation). For
instance at Load=0.7 the performance of RS-RWA-@drihm is 44% better than
RS-RWA (10 SP). The main reason for this improveamenthe consideration of
physical layer impairments for each permutationttef demand set. Therefore the
RSRWA-Q selects the RWA solution that achievesltiveest blocking rate among
the other candidate permutations, while in RS-RWgorthm, the RWA decisions

are made without consideration for the performarfdbe physical layer.
0.2 T
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Figure 4-12: Blocking rate vs. various load valuedr three variations of RS-RWA.
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This improvement is also observed when the blockiag of RS-RWA
algorithms is considered as a function of availatik@nnels per fibre link for a
specific load value in the network. The resultlog texperiment is depicted in Figure
4-12. Even with more channels per link, the blogkiates of the RS-RWA-Q
algorithms do not decrease. The small fluctuationbliocking rate is due to the
slightly different contribution of crosstalk thabuwd occur for each scenario of
available channels per fibre. This behaviour is niyaicaused by the first-fit
wavelength assignment policy in RS-RWA-Q, which & allocates successive
(neighbour) wavelengths, no matter how many wayghenare available in the link,
thus results in the crosstalk effect and eventisaiye level of blocking rate.
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I I
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0185 e o o S o s o —¥— RS-RWA (10 SP) |
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Number of channels per link

Figure 4-13: Blocking rate vs. number of channelsér fibre link (Load =70%).

The same study was performed among the variousRMA algorithms.
Figure 4-15 depicts the blocking rate of differeatiations of ILP-RWA and ILP-
RWA-LU algorithms. It can be observed that the perfance of the ILP-RWA-LU
(1 SP) is better than the original ILP-RWA algonith (both 1 SP and 2 SP).

Another important observation in this result indésa that increasing the
number of candidate shortest paths also increagseslocking rate of ILP-RWA and
ILP-RWA-LU algorithms. Increasing the size of thendidate paths helps the ILP-
RWA algorithm to easier find a globally optimizedMR solution, for which the
satisfaction of the QoT requirement is not guareshté arger pool of candidate paths,
coupled with lack of QoT verification paves the way higher probability of picking
a candidate path that will not satisfy the QoT reguent. Better performance can be
observed for the ILPRWA- LU algorithm, in which additional objective (the usage
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of the same wavelength in the network), is intralcThis objective makes the
algorithm diversify the assignment of wavelengthd ¢gherefore decrease the impact
of physical impairments that are caused due tdighgaths crosstalk.

02 T I T T
: : —#—ILP-RWA (1 SP)
o1k T R S o _|—e—mpRrwa@sp) |
' : : : : : : —%—]LP-RWA-LU (1 SP)
: : : : : | ——TLP-RWA-LU (2 SP)
0.16Q T RRRREREES SRR SRR e | =F—ILP-RWA-LU (3 SP)}{

i=

Blocking rate

20 22 24 26 28 30 D
Number of channels per link
Figure 4-14: Blocking rate vs. number of channelsqgr link for five variations of ILP-RWA
algorithms (Load=70%).

12 14 16 18

In Figure 4-14 the blocking rate performance oiaas ILP-RWA algorithms
for a given amount of load in the network is betiean the original ILP-RWA
algorithms (both 1 SP and 2 SP). Another importainservation in this result
indicates that increasing the number of candidhtetest paths also increases the
blocking rate of ILP-RWA and ILP-RWA-LU algorithm#ncreasing the size of the
candidate paths helps the ILP-RWA algorithm to exaind a globally optimized
RWA solution, for which the satisfaction of the Qodquirement is not guaranteed.
Larger pool of candidate paths, coupled with latKoT verification paves the way
for higher probability of picking a candidate patmt will not satisfy the QoT
requirement. Better performance can be observethé&lLP-RWA-LU algorithm, in
which an additional objective (the usage of the esavavelength in the network), is
introduced. This objective makes the algorithm diifg the assignment of
wavelengths and therefore decrease the impact géigdl impairments that are
caused due to the lightpaths crosstalk.

In Figure 4-15 the blocking rate performance oiaas ILP-RWA algorithms
for a given amount of load in the network is degicas a function of the available
channels per fibre link.
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0.181

0.12

Blocking rate

Figure 4-15: Blocking rate vs. Load for five variatons of ILP-RWA algorithms (W=16).

In general by increasing the number of availabs®oueces per each fibre link
the chance of accommodating the given load in #tevork is increased, this can be
therefore translated to lower blocking rate. Th®-RWA-LU assigns wavelengths
more diversely that causes lower interaction betweeighbouring lightpaths and
thus lower blocking rate. Again note that incregsihe number of candidate paths
does not improve the performance of different e of the ILP-RWA-LU
algorithms. As mentioned before, increasing the memof candidate paths simply
helps the ILP formulation to find an RWA solutiowhich does not necessarily
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satisfy the QoT requirement.
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Figure 4-16:
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After identifying the impact of proposed enhancetaen RS-RWA and ILP-
RWA algorithms, the performance evaluation studyemepeated considering the
Rahyab algorithm. In Figure 4-16 and Figure 4-14 blocking rate of selected IA-
RWA algorithms is presented. In spite of these anbments, the RS-RWA-Q
algorithm has the worst performance compared witieroalgorithms. The main
reasons for this low performance reside in the sandelection of the demand set,
without considering a particular order for demamdcpssing and also the first-fit
wavelength assignment policy utilized in this altfon. The first-fit policy simply
ignores the negative impact of assigning neighimgughannels on lightpath (with
potentially many common links). The ILP-RWA algbrit finds a globally optimized
RWA solution. This global optimization policy perfos well for low load value,
however by increasing the load, the probability fioding a globally optimized
solution that does not satisfy the QoT requirenecrieases too. This is observed for
the loads 0.9 and 1.0, in which the performancéheflLP-RWA is comparable or
even worse than the RSRWA algorithm. The ILP-RWA-&khancement introduces
an additional objective (the maximal usage of a el@wgth), which makes the
algorithm diversify the assignment of wavelengthd Beads to lower blocking rate.

In case of unprotected demands only, obtainedtseshbw that the blocking
after the ILP procedure is lower if more SPs arailable (e.g., 0% blocking with 3
SPs vs. 5% blocking with 1 SP, under 100% load). t@m other hand, quality
blocking is much higher for scenarios with more §Ren (adequately, 14% for 3 SP
vs. 4% for 1 SP). Then, the overall blocking, whishthe sum of both blocking
components, leads to the presented results. FittadlyRahyab algorithm performs
better than selected algorithms due to severabnsasThe demand pre-processing
part of Rahyab rearranges the order of the demianttee demand set in a way that
demands that require more resources (i.e., lorgjestest path first) are processed
first. The impact of the demand pre-processing lmambserved in these figures for
two cases of Rahyab algorithm (with and without dech pre-processing). The
wavelength assignment policy in Rahyab considersrtipact of establishing the new
lightpath on all the already established lightpati$is adaptive wavelength
assignment, with the goal of establishing a ligtitp&ith minimum impact on other
established lightpaths gives more room to accomteolightpaths in the network,
and leads to lower blocking rate. The k-shortesi pagine enables Rahyab to find a
rich set of candidate lightpaths between source destination. The downside of
Rahyab is the extensive utilization of the Q-Twedhjch itself is very computationally
intensive; however, since the working setup is dfftine network dimensioning,
computation time is of secondary importance andyRlahis adapted to offline
network design.

The next set of results summarizes the blocking patrformance of selected
algorithms with consideration of protected demarilgzigure 4-18 and Figure 4-19
the blocking rate of the selected algorithms vadland also vs. number of channels
per fibre link is depicted. In order to reveal tingpact of pre-processing phase of
Rahyab algorithm, the results of Rahyab algoritinthout demand pre-processing
step have been also included.
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Figure 4-17: Blocking rate vs. number of channelsgr link for selected IA-RWA.

For small to medium amount of load, the diversdinguengine and adaptive
wavelength assignment module compensate for the dhcpre-processing block.
However by increasing the load, the mentioned carapts of the Rahyab algorithm
are not able anymore to avoid higher blocking rdtee impact of Rahyab pre-
processing module can be observed in Figure 4-1éhvwih particular there are low
numbers of channels per fibre. However by increasie number of channels per
fibre, the diverse routing engine and adaptive Wength assignment compensate for
the lack of pre-processing module. The same impaat observed in other
comparisons but it is only reported in these twguifes to maintain the completeness
of results and clarity.
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Figure 4-18: Blocking rate vs. load for selected IRWA algorithms (W =16) and 20% protected
demands.

-70-



Chapter 4: Impairment-Aware Network Planning

T T T
—A—RS-RWA-QP
—6—ILP-RWA-LUP (2 SP)
—B— Rahyab (No pre—processing)
0.2%4 e ; : ) 3 -.| —%— Rahyab

[

Blocking rate

= = = 3
26 28 30 32

12 14 16 18 20 22 24
Number of channels per link

Figure 4-19: Blocking rate vs. number of channelsegr link for selected IA-RWA algorithms
(Load=70%) and 20% protected demands.

The blocking rate of ILP-RWA-LUP (2 SP) is highéah Rahyab algorithm
but lower than RS-RWA-QP. ILP-RWA-LUP (2 SP) perfar better than ILP-RWA-
LUP (1 SP) (not reported here). The dedicated pedtection requires two paths for
each demand and therefore ILP-RWA-LUP (2 SP) haeteer chance to find the
primary and backup path when performing the ILPcpdure. The results for ILP-
RWA-LUP (2 SP) and ILP-RWA-LUP (3 SP) (also not ogpd here) are very
similar and vary only slightly for different loadBigure 4-19 shows that the Rahyab
algorithm is able to serve all demands when thebmrrof channels per link 18 =28.
RS-RWA-QP algorithm utilizes a first-fit wavelengssignment policy, which tries
to allocate wavelengths with a predefined orderisTincreases the impact of
crosstalk related impairments and therefore thekihg rate does not reach the non-
blocking (0%) level.
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Figure 4-20: Relative average running time vs. loaw=16).
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In order to evaluate the time complexity and sdatgtof the algorithms the
relative average running time performance metrideined. This metric is the ratio
of the average running time of a given algorithmdaertain loagh over the average
running time of the same algorithm for the refeeetwad (i.e.p=0.5). This relative
metric removes the dependency of the running timheam algorithm to the
performance of a particular hardware platform. Télative average running time of
ILP-RWA-LU, RS-RWAQ, and Rahyab are depicted inufeg4-20. The ILP-RWA-
LU has the best relative running time compared t85-RRVA-Q and Rahyab
algorithms. The ILP-RWA-LU belongs to the globaltiopzation techniques, in
which the impact of the physical layer impairmeistsdirectly considered in the ILP
formulation. Its relative running time depends ba performance of the utilized ILP
solver and the performance of the Q-Tool for veafion step. The complexity of the
RS-RWA-Q algorithm is dominated by the requireddifor verification of QoT of
the candidates. However as the load increaseszb@®the demand set is increased
and the final QoT evaluation is more time consumRghyab algorithm intensively
utilizes the Q-Tool and given the complexity of #ealytical models inside the Q-
Tool the running time of Rahyab is much higher tb#rer selected algorithms. For a
single unprotected demand, the maximum number ®b@-invocation is equal to
the number of candidate paths in each LNG (kew in whichk is the number of
candidate paths and is the number of wavelengths per link). However thnning
time of Q-Tool increases exponentially by the iase of number of established
lightpaths that should be fed to the Q-Tool for Qewkluation. The running time of
Rahyab can be dramatically decreased by utiliziggn-performance (e.g., FPGA
accelerated) QoT estimators.

4.4.4 Discussions

The offline IA-RWA algorithms play an important eolin serving the
demands with possibly minimum amount of blocking.this section the RS-RWA
heuristic and proposed enhancements (RS-RWA-Q, R&RP), the ILP-RWA
and proposed enhancements (ILP-RWA-LU, ILP-RWA-LURIpng with a novel
algorithm (called Rahyab) were evaluated. The ecdraent to the RS-RWA
heuristic (i.e., RS-RWA-Q) reduced the blockingeraf demands by an average of
35% for different loads compared to the originahesoe (i.e., RS-RWA). The
performance of ILP-RWA-LU (1 sp) formulation (i.eepnhanced ILP-RWA) is also
improved by 71%. The Rahyab algorithm performs dvethan the other two
algorithms with respect to the blocking rate perfance metric. For instance when
the offered load to the network is 80%, the blogkmate of Rahyab algorithm is
decreased by 61% and 42% compared to RS-RWA-Q ldAdRWA-LU algorithms
respectively. When the number of channels weretéithonly to 14 channels per link
(i.,e., w =14) and the demand set included both ghetected and un-protected
demands, the performance of Rahyab algorithm wéerbthan RS-RWA-QP and
ILP-RWA-LUP by 22% and 15% respectively. RS-RWA-@daRS-RWA-QP
algorithms find an optimum permutation of demandtkat leads to lower blocking
rate, however proper ordering of demands are nesidered in it. Furthermore the
wavelength assignment policy in this algorithmitistffit, which increases the chance
of unwanted crosstalk between neighbouring ligltpatiLPRWA-LU performs
better than RS-RWA-Q, mainly thanks to the divéation of wavelength
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assignments, however the adaptive wavelength amsiginand proper ordering of the
demand set in Rahyab helps it perform better coeaptar its ILP-based counterpart.

The demand pre-processing technique can be fughbanced with more
sophisticated schemes. One possible approach betutlte use of global optimization
(e.g., liner programming) to find an optimum orétardemands. Proper integration of
IA-RWA algorithms with control plane and its impamt control plane operation are
among the ongoing research activities.

4.5 Impairment-Aware Rerouting

In dedicated protection, spare resources are $gabif allocated for a
particular demand. If a demand is brought down Hgilarre, it is guaranteed that
there will be available resources to recover fréma failure, assuming that backup
resources are available and have not failed tomsidering the protected and un-
protected (restorable) demands in an optical né¢wior this section a re-routing
strategy is presented, which maximizes the numbsuccessful re-routed lightpaths
that are affected by the failure in the networkeThain assumption here is that the
failure localization algorithm is able to identignd localize the failed link in the
network. The localized failure may affect somelad turrently established lightpaths.
For example if the considered failure is due toilaef cut, then all established
lightpaths, which are traversing the failed linkliwie affected and should be re-
routed.

However the critical issue in re-routing is the amp of re-routing these
lightpaths (i.e., the affected ones) on the culyeestablished lightpaths. If the re-
routing strategy does not consider these impakts) it is possible that re-routing
strategy introduces a domino effect on the curyesdtablished lightpaths. In order to
avoid this issue and properly address the rerouthregyfollowing re-routing strategy
as depicted in Figure 4-21 is proposed.

Failure Localization

Algorithm

\ 4

Identifying the affected lightpaths
(Re-routing demand set)

Offline Rahyab

(IA-RWA)

Figure 4-21: Impairment-aware re-routing strategy.

The proposed impairment aware re-routing strategynmizes the impact of
the rerouting of the affected lightpaths on theeadly established lightpaths (i.e.,
active lightpaths). The trigger point of this sé@y is the outcome of the failure
localization algorithm. Following the failure locadtion procedure, the affected
lightpath(s) will be identified. Since the currestate of the network is known, it is

-73-



Chapter 4: Impairment-Aware Network Planning

possible to identify the lightpaths which are aféecby the detected failure. Since
there are existing and active lightpaths in thevoet, the next step of the impairment
aware re-routing strategy apply a specific pre-psstg on the lightpath(s) that are
affected by the failure. The rerouting demand sdfed to the offline Rahyab. This
way, the rerouting problem is considered as an immmnt aware planning problem
with a limited size demand set of affected lightysat

In order to evaluate the performance of the progagerouting strategy, a
simulation study is performed based on the DTNpblimgy (Defined in Appendix
A). A heterogeneous network topology is assumedwimch the node and link
architectures have different impact and contrimgioon the physical layer
impairments. In order to evaluate the performaridbephysical layer (i.e., QoT), Q-
Tool (ver 3.33) is utilized. In addition to the impmnent aware (IA) re-routing
strategy, an impairment un-aware re-routing meadmans considered for comparison
purposes. The impairment unaware algorithm doesconsider the pre-processing
and also does not consider the impact of estahlistiie candidate lightpath on the
currently established (i.e., active) lightpathssithply computes the shortest path that
is also able to satisfy the wavelength continuityngtraint. The wavelength
assignment for the IUA-RWA re-routing scheme istfiit.

The performance metric that have been extractad fre simulation studies
is the number of successful re-routing of demanas the total number of re-routing
request. This metric is called as the successfubuiing rate. This metric was
measured for various amount of the load in the OTNke load varies from 0.5 to
1.0 (with steps of 0.1) where the load value ofi%.@efined as a demand set of 182
lightpaths. Considering the DT network with 14 nedie total number of lightpath
between each possible pair of the nodes will benseidhto 182 demands. Other load
values are scaled accordingly. For each load valuendom link failure was
considered and based on the location of the lindtifferent demand set (set of
affected lightpaths that should be re-routed) wapgred for feeding to impairment
aware rerouting engine. This experiment was repetie 50 times for each load
value and then the average successful re-routitg fir each load value was
computed.

T T T T T
- | —2—IUA re—routing

P S ......... ......... P .......... .......... SO —&— A re—routing

08

(=]
=)

(=]
'

Successful re—routing rate

0.5 0.55 0.6 0.65 0.7 0.73 08 0.85 0.9 0.95 1
Load

Figure 4-22: Successful re-routing rate vs. load.
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The simulation results are depicted in Figure 442Zan be observed that
when the pre-processing of the affected lightpatid also the impairment aware re-
routing strategy for various amount of load is ¢desed, higher success rate for re-
routing of demands can be achieved. FurthermordAhe-routing strategy finds a
candidate lightpath that introduces the minimumagtpon the currently established
lightpaths. When the load value in the networkow [i.e., 0.5~0.6) the success rate
of the 1A re-routing scheme is better by roughl@& ivhile under high network load
condition (i.e., 0.8) the gain of IA re-routing oviae IUA rerouting is amounted to
70% improvement.

4.6 Chapter Summary

In this chapter the contributed novel algorithm fompairment aware network
planning (Offline Rahyab) was presented along wghperformance compared with
impairment unaware and two impairment aware algorét from literature. As
mentioned in the introduction, the RWA problem msually considered fewer than
two alternative traffic models. When the set of mection requests is known in
advance, the problem is referred to as networknafan(or offline or static RWA),
while when the connections arrive randomly andsarged on a one-by-one basis the
problem is referred to as network operationlife or dynamic RWA). The offline
Rahyab algorithm solves the offline traffic probléma sequential manner. Initially,
it orders the connection requests according to sappgopriate criterion and then
serves the connections on a one-by-one basis. dimarts are served in a way that
the impact of establishing each demand (lightpatal#ishment) on the currently
established lightpaths will be minimized.

Offline Rahyab demonstrated good wavelength utibra and blocking
performance when the number of wavelengths is didjihowever, as the traffic load
increases its ability to find zero blocking solutis not that good, due to the fact that
it does not optimize the lightpaths for all conmaas$ jointly, but on a one-by-one
basis. An advantage of this heuristic is that it peovide different protection levels
to the connection requests.

Form an industrial (practical) point of view, impaent aware network planning
(i.e., offline IA-RWA algorithms) should target tii@lowing important goals:

* Optimization of the resources (e.g., minimizatioh tme number of
wavelengths used to establish a given demand $&is feature allows
network operator to choose lightpaths so that ithkes lare underutilized (in
terms of used wavelengths), and thus leave roonaddrtional lightpaths to
be established in the future.

» If blocking probability is not zero, and some coctiens are blocked, it is
possible to estimate the extra resources (such ilagsf number of
wavelengths and regenerators) that are requiredrder to route all the
requested connections.

* The incorporation of physical impairments in anlio# routing algorithm
brings a further advantage through the joint omation of physical layer
impairments. This feature improves the signal dquabtif each lightpath
(avoiding lightpath interference), leading to lowenysical-layer blocking
probability, and furthermore allows future connens to be established with
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higher probability, because the already establidiggdipaths have optimal or
near optimal signal quality. It is important to enléhe that once a connection
is established, rerouting is highly undesirablecpss, since it involves tearing
down the previous lightpath, re-executing the atbor and establishing a
new lightpath, which would interrupt the service thle connection and
possible affect the quality of service exhibited thye end users. Usually,
rerouting is only allowed in a failure event.

The offine RWA problem is particularly interestirigpm a network designing
perspective, since a good designed RWA algorithmagimize the resources (e.g.,
minimize the number of wavelengths used to estalihe requested connections),
and also leave room for serving future connectiditge incorporation of physical
impairments in an offline routing algorithms persnitross-layer optimization,
improving the signal quality of the lightpaths (avtghtpath interference), leading to
lower physical-layer blocking probability, and alalbowing future connections to be
established with higher probability because theaaly established lightpaths have an
optimal or near optimal signal quality.

Offline algorithms are usually time-consuming, sintbe RWA problem (even
without physical impairments or even if routing amavelength assignment processes
are considered separately) has been shown to b€ddiplete. Although it is not
necessary for offline algorithms to have low rumnitimes, as it is for online
algorithms, large scale experiments can be intodetaEinally, the performance of
offine Rahyab, as an engine for re-routing the aeds due to the failure in the
network, was demonstrated.
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5. Impairment-Aware Network Operation

Next generation optical networks are evolving fropaque to optical-bypass
(translucent) and eventually to transparent (alieaf) networks [BSB08], [STLOS].
The transparency in next generation optical nete/@kables signals to propagate
from source to destination purely in the opticaindin, eliminating current expensive
electronic regenerators. This evolution paves tlag ¥or the construction of the
required infrastructure for emerging data-intensapplications in a cost-effective
manner [TAAO08]. Despite those advantages, transparency inpéital networks
also introduces new issues in relation to the laicklectrical conversion as well as
the still immature all-optical regeneration (e.BR, 3R) technology. Since optical
signals go directly through all-optical nodes (@@t of costly electrical regenerators),
physical layer impairments accumulate along a figtit and also vary dynamically
with the network state or configuration, potengiattausing signals’ quality of
transmission (QoT), measured for instance in tesfrBit-Error Rate (BER) to drop
beyond a predefined threshold. One way to mitigétgsical impairments at network
operation time is to use network-layer mechanissugh as online Routing and
Wavelength Assignment (RWA) algorithms, to assigtpaths (a lightpath is the
combination of a route and a wavelength) accourfamgphysical layer parameters,
leading to the design of Impairment Aware RWA (IAMR) algorithms, which have
recently received a lot of attention from the rese@ommunity.

In this section the novel online IA-RWA algorithmlibe presented, which is
formulated as a multi-constraint IA-RWA problem.the proposed approach the cost
of a link is a vector (and not a scalar) with esgribeing the individual link
impairments and other link parameters. This conmmpproach allows a different
and more efficient handling of the impairments.i.and path constraints are the two
types of QoS constraints considered. Link congstsaspecify the restrictions on the
use of the individual links, while path constrairitecus on the end-to-end QoS
attributes of the entire path. In the multi-constrecase, each network link has
multiple weights, which can be classified as asiditimultiplicative or concave. For
additive weights, the end-to-end weight of the patthe sum of the individual link
weights. Delay is an example of an additive weightnultiplicative path weight is
the product of the link values along the path. Pafiability is an example of a
multiplicative weight. Bandwidth belongs to the sdaof concave weights, since it
involves the minimization operation (recall thake tbandwidth of a path is the
minimum of the bandwidths of the paths that congpit}. Since it is possible to
transform the multiplicative case into the additsese by taking logarithms, cases
with several additive constraints are only consderHence, the Multi-Constraint
Path (MCP) problem can be defined as a routinglpnoptrying to find a path that
satisfies a number of (additive) constraints.
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Multi-constraint algorithms have been used for Qo8ting problems in
general wired networks [WC96], [CN98], [Jaf84], [RK], [MKO04], [WC96],
[YLO1], but not in particular in optical network&inding paths subject to two or
more cost parameters/constraints is in most casd$Pacomplete problem [GJ79],
[MKO03], [WC96]. For example, using a Depth-Firstageh (DFS) it is possible to
find a feasible multi-constraint path, if one egjdbut its worst case time complexity
is exponential [SCSO01]. As a result, most algorglproposed in this area concentrate
on solving the Multi-Constraint Path (MCP) problemthe Multi-Constraint Optimal
Path (MCOP) problem in a heuristic and approximatg with polynomial and
pseudo-polynomial-time complexities. The MCOP peoblis a type of MCP, which
tries to find a feasible optimal path using an appate cost parameter that is
associated with each link and path.

In the multi-constraint IA-RWA algorithm presentadthis chapter an MCP
engine with a single mixed metric is utilized, et of dealing with multiple link
weights. Using a single mixed metric can reduceallgerithmic complexity, since a
single source single destination shortest pathrigfigo such as Dijkstra can be
employed. On the other hand, when a single mixettiecns used for routing, some
information is lost [Jaf84], [KKO01], [CFDO01] in theense that the mixed metric does
not contain sufficient information alone to detemmiif QoS requirements are
satisfied.

The TAMCRA algorithm presented in [NM98] uses agénmetric and a k-
shortest path algorithm in order to solve an MCBbfam. The k-shortest path
algorithms are able to find multiple paths betweergiven source and a given
destination. This method reduces the performancetcdmings of using a mixed
metric. The H_MCOP algorithm presented in [KKO1gsisnixed metrics and is used
for solving a MCOP problem.

The algorithms presented in [GM99], [JSM+01], afdIP+01] also use a
mixed weight for the link costs. These algorithnmpiy a Lagrange Relaxation
method and try to find the best value for a wemghtparameter (called ‘a’ in the
algorithm description), and then apply Dijkstralgaithm in order to find a feasible
path. These methods, however, need multiple ruri3ijk$tra’s algorithm in order to
find a proper value for the aforementioned paramet®&’uan and Liu in [YLO1] use a
different definition of an optimal QoS path. Thenegent an extended version of the
Bellman—Ford Algorithm to find all the optimal (awding to their definition) QoS
paths between a source and a destination. Themasible path is selected if one
exists.

A multi-constraint approach for the RWA problem aptical networks is
presented in [JFO4], with cost parameters being G8NR, the number of free
wavelengths, and the link cost. However, importaatrameters such as the
interference among the channels are neglectecei®@®NR approach adopted in that
work. The proposed approach sends control packetsoandidate paths that acquire
cost-related information at the intermediate nodelile the final choice of the
lightpath is performed at the destination. In thheppsed IA-RWA algorithm the
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single mixed metric MCP algorithm is exploited, idefl in [KST+04], as the MCP
engine of the proposed dynamic IA-RWA algorithm.

5.1 Multi-Constraint Path Framework

A network can be represented by a directed or eotid graplG=(V, E),
whereV is the set of nodes (vertices) dads the set of links (edges). In our routing
problem, a path must be constructed between afgpsaurce node and a destination
node. It is assumed that the network graph is adedein the sense that there exists
at least one path between each pair of nodes indheork. For a certain sour&
and destinatiorD, let Mg be the set of all paths betwe&iand D. The multi-
constraint path problem (abbreviatd€P) can then be formulated as follows:

Definition 1: Consider a network topologyG=(V, E), a source nodeS and a
destination nodeéD. Also, assume that each link, j) O E is characterized b

additive  non-negative  weights, w,, (i, j),m=12,...M . Given constraints
C,, m=12,..M, the MCP problem is to find a pai1M g , such that:

> W, (i, ))<Cnh(, j);m=12...M. (5-1)

(i,))0p

In order to clarify the MCP framework, an exam@eshown in Figure 5-1 (a),
which is reported in [KSTO08]. Consider the netwtwkology illustrated in part (a) of
this figure. Each link of this network is characted by two additive weights (cost
parameters). Five different paths exist betweersthece nod& and the destination
node D, which are illustrated in Figure 5-1(b) togetherthwtheir corresponding
weights. Figure 5-1(c) shows the representatiothe$e paths on the 2-dimensional
plane, where each axis corresponds to a differemgivit Constraint€; andC, are
shown as straight lines parallel to theandw, axes. It can be seen from this figure
that pathsp; and ps are feasible since they satisfy the given constsailn the
graphical representation, feasible paths must t&téd inside the shaded rectangular
region. This region is called the feasible region.

To address in an approximate way Meconstraint MCP problem, the single
mixed metricW,  )for a pathp is defined as:

YAV d
W, (p) = Z(C—JJ d=1, (5-2)

i
whereW, is defined as the sum of all additive costs of daghalong the path:

W, = w; (i), (5-3)
i=1
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(B)

(2,1) (2,2) Path W W5
(2.1) p1:(S,A,D) 3 2
(2,1) (1,1) 0,:(S.B.D) 4 3
o) ad) ps:(S,A,B,D) 6 4
p4:(S,B,A,D) 5 3
ps:(S,E,D) 2 2
C1=4.5,G=25
() (b)
] A
4 |t P3G
P Psi P i )b
E B >
12 3 45 6 y,

Figure 5-1: lllustration of the multi-constraint path problem (MCP): a) Network topology, b)
Path costs and constraints, and c) Solutions anddsible region.

andn is the number of links (hops) on pgthFor the two-constraint problem, the
following mixed metric was introduced in [Jaf84} 1ok e

w(e) = d,w,(€e) +d,w,(e), (5-4)

wherew;(e) andws(€) are the two metrics associated with Imix the MCP problem,
d; andd, are two constants amwge) is the single mixed metric associated with leak
This formulation is known as Jaffe’s method. Figbr@ shows what may happen
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when the two constraints of the original MCP prablare replaced by a single
constraint on the mixed metric. In particular, @pitts a case where pathandq
exist between the source and destination node$. tPigt a feasible path since it
satisfiesC; andC, constraints. On the other hand, pgtminimizes the mixed metric
but is not a feasible path. This indicates that iwtiee multiple constraints of the
MCP problem are replaced by constraints on the dnixeights, the feasible solutions
of the one problem are not necessarily the santetivitse of the other problem.

wL(p)

Figure 5-2: A feasible path exists but is not foungKSTO08].

It is proved in [KSTO8] that normalized weights dtht are more close to
each other than the normalized weights of the sifda pathg. Figure 5-3 depicts an
example of the relative position of the normaliagdights. The same results are
obtained for larger values df whered is the power of the polynomial summation as
defined in Equation (4-2).

1 ! g
T ot .l
" i wo ()
AJ 11;[”{?? W [%l Ag

Figure 5-3: Relative position of the normalized wejhts of the paths t and q

This MCP framework is detailed in [KST4] and [KST08], which transforms
the MCP problem to an (approximate) problem invadva new single mixed metric.
Thus, our routing strategy should select a path rtiaimizes the mentioned single
metric. Let:

18 (wE)Y
H;(8) K E c | (5-5)
i=1 |
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2

p, (e):g[[W‘T@T -4 (e)] , (5-6)

G, (&) =, (p)[A,(e)+¢]; 0se<1. (5-7)

The single metric that is going to be used in theppsed framework is
defined in Equation (5-7). This relation considéine impact of both mean and
variance of normalized weights in a single mixedrioeThe contribution of mean
(as defined in Equation (5-5)) is controlled witrametele.

The novelty of our approach and framework compaoetthe one reported in
the mentioned references is the exploitation ofdimgle-cost metric fok-shortest
path or diversé-shortest path algorithms. In other words, authiorfi<ST 04] and
[KSTO08] have simply modified the Dijkstra algorithto find a single path between
the source and destination node, while as it wél déxplained in the propsed
algorithm, the MCP framework is utilized based orsiagle mixed metric for
computing a couple of candidate paths between scamd destination nodes, for a
dynamic demand. This strategy could be based onvétleknown Dijkstra shortest
path algorithm. Furthermore, this MCP engine isleixgd for diverse routing (e.g.,
the Bhandari algorithm) for protection purposesg.(€l+1) or generig&-shortest path
algorithms. In the next sections the link cost gecire defined and the contributed
IA-RWA algorithm is presented.

5.2 Link cost vector

In this sub-section the elements of the link casttor that will be fed to the
MCP engine are defined. Although, there is no paldr limit for the number of
constraints that can be utilized, in our propodgdréghm three constraints as the link
cost parameters are being considered. These thetecsnare: 1) Physical Link
Length, 2) Polarization Mode Dispersion (PMD), a&)dtatic Q-factor.

The first cost parameter in the multicost vectothis physical length of the
link (PLL). The rationale behind this cost valuetie tendency towards selecting
shortest length paths. Also some of the static imgnts (e.g., PMD) are directly
related to the length of the links along the patherefore the goal of the MCP
framework is to select lightpaths that have lerlgs than a maximum optical reach
(i.e., 2500km) [SimO05].

The second element of our cost vector is the PMDstaint. PMD
management requires the time-average differenimé tdelay At between two
orthogonal states of the polarization, to be lass ta fractiona of the bit duration

T :%, whereB is the bit rate. The PMD parameter for typicatdilies between 0.5

and 2 ps/ vkm. However, carefully constructed new fibres canenBWD as low as
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0.05to O.lps/\/%. A typical value that can be used for the fractioris 0.1 (10%).
Assume that the transparent segment consist fiire spans, where tH&' span has
length L(k), and fibore PMD parameteDpvp(K). The constraint on the average
differential delay can be expressed as:

BJ% D0 (K XL(K) <. (58)

In addition to the physical link length and the PNyBrameters, a static Q-
factor estimation is also considered. By the té&static we refer to the impairments
of such as ASE, PMD and Filter concatenation effébhtait do not depend on the
utilization of the network (For more information @li physical layer impairments
please refer to Chapter 3). Therefore, for eack time variances of the static
impairments are considered and the additive prgpiertutilized to calculate the
variance of the path by summing the variances @fittks that comprise it. The main
idea here is to consider the static physical inmpants inside the multi-constraint
path computation engine in order to prune out ptthsdo not satisfy the minimum
QoT requirements (as far as the static physicahimpents are concerned).

5.3 Online Rahyab

After introducing the building blocks of the comwied algorithm, in this
section the functionality of our novel algorithmamed online Rahyab is presented.
The flow chart of online Rahyab algorithm is deettin Figure 5-4. Online Rahyab
is a multi-constraint algorithm that utilizes a M@Bmework that maps the link cost
vector to a single mixed cost metric.

Upon the arrival of a permanent or limited-time ection request (a tuple of
source, destination, number of requested lightpa#éimel possibly duration), the
current network topology is decomposedidayers (wavelength planes), whék&s
the total number of available wavelengths in ealstef For each wavelength plane,
the candidate paths from source to destinationgusiar MCP framework are
computed. Therefore, the multi-constraint routinggiae is exploited for finding
paths that satisfy multiple constraints. These whatd paths correspond to a set of
candidate lightpaths, based on the wavelength plaaeh path belongs to. This way
the candidate lightpaths also conform to the wangtle availability constraint.

The next step is to construct another set of ligthte, which is called
the ‘useablélightpaths. In particular, each candidate lightpattemporarily added to
the currently established lightpaths set and theachof this addition on the overall
QoT (i.e., the QoT of all established lightpathstogurrent time) is computed. If all
QoT values are above a certain threshold (in tipemxents this threshold was set to
15.5 dB, corresponding to a BER of%@he candidate lightpath under consideration
will be moved to théuseablélightpath set. In this step, a simplified QoT ewttor
and the variances of the static noises represenitrtk costs. The final step of online
Rahyab algorithm is to select the best useabledagh. In order to find this lightpath,
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the one that introduces the minimum impact on timeently established lightpaths
(,which is also utilized in offline Rahyab algornith is selected. In the case the
‘useabléset is empty, the demand will be blocked. In Htep the Q-Tool (ver. 2.21)

is used as the QoT estimator. The flow diagramhef dnline Rahyab algorithm is

shown in Figure 5-5.

| —

Get next demand from QaT of all CPs
*:-
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Yes

the demand scheduler
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Figure 5-4: Flow chart of online Rahyab.
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Figure 5-5: Flow diagram of online Rahyab.
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The performance of the online Rahyab algorithmveleated in next section,
where it is compared with the performance of theeonline IA-RWA algorithms
proposed in [CMKQ9].

5.4 Performance Evaluation of online Rahyab

In this section the performance of the online IA-RWalgorithms for
transparent networks that were introduced in [CMK&& compared. In order to
fairly compare the algorithms, a number of simolatexperiments with controlled
and identical input parameters and an identicalaimpent estimation module (Q-
Tool version 2.21, as defined in Chapter 3) wendopmed. The parameters and the
set of experiments were chosen so as to obtaimadhrange of results that would
reveal the relative performance of the algorithmg #heir applicability under diverse
scenarios. The algorithms that are compared in $eistion are the following
[CMKO9]:

* The Sigma-Bound multicost algorithm using the MU\Mtimization function
and by rerouting established connections when nkedeled as SB_ MUW.

* The Sigma-Bound multicost algorithm using the Miagatimization function.
In this comparison this algorithm will be referredas SB_Mixed.

* The Multi-Parametric multicost algorithm using thminTP optimization
function. In this comparison this algorithm will beferred to as MP.

» The Rahyab multi-constraint algorithm that was en¢sd in Section 5.3. In our
joint experiments it is assumed that three shopiagits will be computed for
each connection reque$tg). It is also assumed that the optimal opticathe
is 2500 km.

* Thek-SP-Q k=3) algorithm as defined and presented in [CMKQ09].

To summarize some of the key characteristics of dbmpared algorithms, the
SB_Mixed, the SB_MUW and the MP schemes are basdtdeomulticost approach.
In the multicost approach a vector of cost paramsetghich are related to different
impairments or QoS parameters, is assigned to da&h Then, by defining
appropriate operations between these cost paraneher cost vector of a path is
calculated. These algorithms produce a number aflidate lightpaths for each
connection request, and an optimization functioapplied to their cost vectors so as
to select one of them. The SB_Mixed and SB_MUW lgms differ in the
optimization function applied, Mixed vs. MUW as ohefd in [CMKO09]. The SB_*
and the MP algorithms differ mainly in the defioni of the parameters of the links’
and paths’ cost vectors. The SB_* class of algor#hncludes certain parameters in
its cost vectors (calculated through appropriatedet® of the impairments) that
directly take into account the Q-factor of the tyggiths, while the MP class of
algorithms take the physical impairments indiredtlfo account, by using various
impairment generating sources parameters [CMKO® kFSP-Q selects the shortest
available route among thie shortest routes in distance; the First Fit wawgien
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assignment scheme is utilized for selecting theaehlemngth; and finally this algorithm
checks the QoT value of the selected lightpath.

The joint experiments were conducted in the frantewed Work Package
WP4.2 of DICONET project. The network topology theds chosen for these joint
experiments is the generic DTNet topology (Definedppendix A) consisting of 14
nodes and 23 edges (46 directional links).

All experiments were performed using the same dyoalemand set (traffic
matrix) Connection requests (each requiring banttwidqual to 10Gbps) are
generated according to a Poisson process withiragguests/time unit). The source
and destination of a connection are uniformly chosenong the nodes of the
network. Two traffic scenarios are consideredh@ tarrivals only” scenario, where
connection durations are taken to be infinite apdhe “arrivals and departures”
scenario, where connections have a finite durafidve duration of a connection is
given by an exponential random variable with averag (time units).

The *“arrivals only” scenario models well the actuatuation for many
telecom operator networks, which only experienaeasing traffic between source
and destination nodes (usually cities) of theieaoetworks, and a lightpath that is set
up, almost never terminates (unless some failureursg. The *“arrivals and
departures” scenario is used to model traffic im pinojected future networks, where
lightpaths will be more dynamic than they are tqodayd they will be set up and torn
down “on demand”. An online IA-RWA algorithm thaegforms well under the
“arrivals and departures” scenario is expectedgo perform well under the “arrivals
only” scenario. This is why most of the works repdrin the literature on online
RWA or IA-RWA algorithms assume the “arrivals andpdrtures” scenario when
evaluating the performance of the algorithms.

For the *“arrivals only” scenario 20 traffic filesene created withi=1
request/time unit, using each time a different deedhe Poisson process generator.
In our graphs the values measured using theseactifd#s are averaged. For the
“arrivals and departures” scenario seven traffiesfiwere creatred with differenatu
ratios, measured in Erlangs (80, 100, 120, 140, 180, 200 Erlangs). In both
scenarios connections arrive one by one, and shmukkrved, if possible, upon their
arrival. This means that the algorithm cannot waitollect more than one connection
and serve them jointly. The order of the arrivasmportant and connections are
treated as they arrive (in a First Come First S&r/ECFS basis). In each experiment
1000 connections were created and served.

To compare the algorithms the following performanesrics are used:

* Connections served until the first blocking occiepplies only to the
“arrivals only” scenario): The number of connectidhat are served until the
first blocking occurs are counted. It is assumeat the executed algorithm
tries only once to serve a connection. If the catior is blocked, then the
algorithm is not re-executed.

* Blocking rate (applies only to the “arrivals andpddures” scenario): The
blocking rate is the ratio of the number of blockigtitpath requests over the
total number of requested lightpaths. Blocking ratexpressed in percent.
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For example if in total 10000 connection demandeeveensidered and 50 of
them were blocked then the blocking rate is (500003 0.5%. It is assumed
that the executed algorithm tries only once to eseavconnection. If the
connection is blocked, then the algorithm is ne¢xecuted.

* Average running time per connection: This is therage time required by
the algorithm in order to serve one connectiorh&itaccepted or not). If the
algorithm calls many times the Q-Tool then the ingntime should also
include the running time of Q-Tool. Also, if thegalithm performs re-
routing, the average running time for serving ansmtion, also includes the
time it takes to perform the re-routing.

* Relative average running time per connection: Siheedifficult to provide
the same hardware/software platform for all invdlypartners to compare the
running time of their algorithms, the relative rumm time performance
metric can be defined. The required time for nekwload=100 Erlangs can
be considered as the unit of running time and tmaing time of other loads
can be expressed in terms of this unit.

* Relative average number of lightpaths that folldve tshortest path: The
number of chosen lightpaths that use the shortept path are counted.
Assuming 1000 connection demands, of which 800 hesesl the shortest
path, the relative average number of lightpathsfiiibow the shortest path is
80%.

Although, the experiments were performed with idehtinputs, they were executed
on different personal computers (PCs). So for cetepless, in the following table the
specifications of the PCs and the software thatewesed in the experiments are
provided.

Table 5-1: Characteristics of the simulation platfems [CMKO09]

Algorithm CPU/Memory Operating System Software used
SB_RWA Intel Core2 Duo @3.GHz Windows Vista 32bit | MATLAB R2008a
4 GB RAM
MP_RWA Intel Xeon L5420 @ Windows Server 2008 MATLAB R2008b
2.5Ghz (4 Core) (Standard) 64-bit
8GB RAM
Rahyab Intel Xeon L5420 @ Windows XP| MATLAB R2007a,
2.5Ghz, 1GB RAM Professional, SP3 Microsoft Visual C++ 6.0
k-SP  (proposed Intel (R) Pentium (R) D Windows XP| MATLAB R2007a,
in the literature) | @3.GHz Professional Microsoft Visual C++ 6.0
1GB RAM

5.4.1 Arrivals and Departures traffic scenario

The performance of the 3-SP-Q, SB_Mixed, SB_MUW, MRd online
Rahyab IA-RWA algorithms under dynamic traffic, wleéhe incoming connection
requests are processed one by one and are eithied by finding and establishing a

1 - VMWare workstation 6.5.2 was used to clone ipldtinstances of the virtual machines to perform
the simulations in parallel. The specification bé thost machine is as follows: Hardware:Intel Xeon
L5420 @ 2.5GHz, and 8GB RAM Software: Microsoft \Waws Server 2008, SP1
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lightpath) or blocked, is presented in this sectibmough this set of experiments the
algorithms’ performance are evaluated, assuming toanection blocking is an
acceptable operation in the network and as a résalinterest is in minimizing its
occurrence. The results are presented as a funciiofine number of available
wavelengths, for fixed network load (equal to 10@&E&gs).

Figure 5-6 shows the blocking rate of the evaluat#gorithms. The
SB_MUW and the Rahyab algorithms produce the bestlts, while the 3-SP-Q
algorithm is the worst. Also, the SB_Mixed and ME algorithms’ performance are
very close to eachother. As expected, the numbeomfiections blocked decreases as
the number of available wavelengths increases,naost of the algorithms reach to
zero blocking in the end. In all cases, most cotioes are blocked mainly due to
physical impairments, since the network load isitreély small (100 Erlangs). The
MP algorithm takes indirectly into account the inmpeents and as result its
performance is worse than that of the other algorst that directly consider the
physical impairments [CMKO09]. All the results areepented as a function of the
number of available wavelengths, for fixed netwiokd (equal to 100 Erlangs).

12.0% I I

* -+ MP -o—Rahyab
u\ ——8SB_Mixed —— SB_MUW
10.0% -x-3-8P-Q =
0\\ "
8.0% A

6.0% —

R\ S
A
N

10 12 14 16 18 20 22
Available wavelengths

Blocking rate (%)

0.0%

Figure 5-6: Blocking rate vs. number of available sannels per link.

In Figure 5-7, it is observed that the executiometil\which is depicted in logarithmic
scale) of the Rahyab algorithm is very large, whhese of the other multicost
algorithms are quite smaller. The main reason li@ behaviour is that the Rahyab
algorithm invokes the Q-Tool intensively for selegt among the‘useablé set

lightpaths, the one that introduces the minimumaatn the currently established
lightpaths. On the other hand the multicost algpong employ the Q-Tool only in the
end, so as to accept or reject/block the decidgistdath. Also, it is observed in
Figure 5-7 that the execution times of all the dathms increase with the number of
available wavelengths, since in this case fewemneotons are blocked and the Q-
Tool has to take into account a larger number tdbdished lightpaths during its
operation. The SB_MUW algorithm uses the reroutopgration, so as to reroute
established connections whose QoT deterioratestalube establishment of new
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connections. However, this operation does not seenmcrease significantly the
SB_MUW algorithns execution time [CMKO09].
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Figure 5-7: Execution time vs. number of channelsgr links.

Figure 5-8 illustrates the percentage of lightpasktected that follow the
shortest path. It is observed that for all algonigh with the exception of the 3-SP-Q,
this percentage is between 55% and 75%. Also, 18P-8 algorithm always (100%)
selects the shortest path when sufficient wavelengte available. This percentage
increases initially along with the number of wavejth, and then remains constant.
Even though this percentage can be considered(foghall the algorithms), the IA-
RWA algorithms do not only select the path to Hofeed but also the wavelength to
be used, and does so under the wavelength conticwiisstraint.
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Figure 5-8: The percentage of selected lightpathssing the shortest path.
In Figure 5-9 the performance of the 3-SP-Q, SB édi{xSB_MUW, MP and
online Rahyab IA-RWA algorithms are compared asraction of the network load,

-89-



Chapter 5: Impairment-Aware Network Operation

for a fixed number of wavelength®/£20). The increase of the network load, as
expected, deteriorates the algorithm’s performaies, as the performance of the
algorithms deteriorates when the number of wavelteng reduced. In particular, the
SB_MUW and the Rahyab algorithms result in the &mtlblocking probability,
while the SB_Mixed and the MP algorithms’ blockipgpbabilities are higher. Also,
the Rahyab algorithm has the largest execution,tdne to the intensive invocation
to the Q-Tool. For all the algorithms, with the egton of the 3-SP-Q, the
percentage of lightpaths selected that follow thertest path is between 60% and
80%.
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Figure 5-9: Blocking rate vs. load in the network
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Figure 5-10: Execution time vs. load.
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Figure 5-11: The percentage of selected lightpathsllowing the shortest path.

5.4.2 ‘Arrivals Only’ Traffic Scenario

The performance of the 3-SP-Q, the SB_Mixed, SB_MWI® and online
Rahyab IA-RWA algorithms under dynamic traffic, wlen experiment starts with
an empty network and is stopped when the first eotion is blocked is compiled in
this sub-section. Through this set of experimehésgerformance of algorithms are
evaluated assuming that connection blocking is aot acceptable operation
[CMKO9].

In Figure 5-12 it is observed that the SB_MUW idealb serve more
connections than the other algorithms before tts¢ filocking occurs. The SB_ MUW
is followed in terms of performance by the Rahyak,SB_Mixed, the MP and the 3-
SP-Q algorithms. All algorithms are able to sena@enconnections as the number of
available wavelengths increases and that the diifeys between the algorithms
become then more evident. In the “arrivals onlgffic scenario, in contrast to the
“arrivals and departures” scenario, the 3-SP-Qrélgo’s blocking performance is
close to the one achieved by the SB_Mixed and tRealgorithms. This is because
the network is initially lightly loaded and as @ué the shortest path is in many cases
a good candidate path for the requested connection.
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Figure 5-12: Served connections vs. number of chaals per fibre links.

-91-



Chapter 5: Impairment-Aware Network Operation

5.4.3 Performance Evaluation Summary

In this sub-section the performance of four différeonline IA-RWA
algorithms are compared: Sigma-Bound, Multi-Paraimednline Rahyab and 3-SP-
Q, under common scenarios, QoT estimator and nktvopology. For the Sigma-
Bound algorithm the Most Used Wavelength (MUW) wiéirouting were used and
the Mixed optimization functions (Mxed), while ftme Multi-Parametric the minTP
optimization function was utilized. The online Rabyalgorithm has a good blocking
rate performance; however its execution time iy Varge. The main reason for this
behaviour is that the Rahyab algorithm uses theo@-at its intermediate steps to
select among the set afseablé (candidate) lightpaths, the one that introduces th
minimum impact on the currently established lighitiga The performance of online
Rahyab algorithm can be considerably improved lelecating the performance of
the Q-Tool (e.g., using FPGA hardware acceleration)

5.5 Inaccuracy of QoT estimation

One of the key building blocks in IA-RWA algorithnis a QoT estimator,
which is a combination of theoretical models andiiberpolations of measurements,
typically performed offline (in the lab, before tmetworks is deployed), but also
possibly online. A practical QoT estimator shouddflst to ensure that lightpaths can
be established in real time. In addition, modelsnajure cannot capture all effects
actually present in physical systems, resultingQoT estimation inaccuracies.
Inaccuracies are inevitable yet undesirable for temsons: on the one hand, if the
QoT of a candidate lightpath is estimated as aatdéptvhile it is not, then a lightpath
is established while it should not. Eventually anmar (such as a BER monitor
integrated in the receiver) will catch the probland the lightpath will be torn down
and re-establishment will be requested, wastinguregs used by the failed lightpath,
and time. On the other hand, if the QoT of a cam@idightpath is estimated as
unacceptable while QoT is actually acceptable, therlA-RWA algorithm will have
to seek a new candidate for the lightpath, likelysl optimal (e.g., consuming more
resources) than the first candidate, hence agaistivgaresources and time. A
practical IA-RWA algorithm should mitigate the iacacies due to QoT estimation
in order to eliminate the occurrence of both casethe maximum possible extent.
Note that the problem of incorporating QoT estimatiinaccuracies in the
dimensioning of transparent optical networks waskle in [ZML'08], where the
authors studied the amount of regeneration deweesled to compensate for the
additional QoT margin incurred by the inaccuracyadoT (Q-factor) estimator; in
[ZML*08] the problem of the impact of the RWA technigae the network
dimensioning was left out.

In this section, a variation of online Rahyab i®pgwsed to address such
inaccuracies directly within the decision stepsha IA-RWA algorithm in order to
mitigate them and eliminate the occurrences of lwatbes described above to the
maximum possible extent. A novel IA-RWA algorithirat considers the availability
of Optical Impairment Monitoring (OIM) or Opticaleformance Monitoring (OPM)
[KBB *04] equipment to alleviate the inaccuracy of Qoflnestions is presented here.
Monitor equipment availability is mapped to QoT @@y and is taken into account
within a multi-constraint framework as a new coaistr (the other constraint being a
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traditional QoT-related one), at the routing step a proposed Routing and
Wavelength Assignment heuristic. Doing so ensunes toutes where monitors are
available are preferred over routes with less nooimigy capability, consequently
increasing the accuracy of the QoT estimator addaiag the aforementioned issues
associated with inaccurate QoT estimators. Our Inbearistic algorithm, called
“Online Rahyab”, outperforms state-of-the-art 1A-RWalgorithms under the same
assumptions for common metrics such as blockirgaat resource utilization.

5.5.1 Inaccuracy of Q-Tool

Practical QoT estimators including our Q-Tool apebinations of analytical
models and/or interpolations of measurements anullations. For instance in
[LYT 08] the authors propose a method to measure mareradely OSNR on
transmission lines at the expense of the deployroémidditional power monitors.
However, and this is particularly true in highlyrdynic transparent optical networks,
practical QoT estimators should be fast in order stgqpport quick lightpath
establishment.

As mentioned above the errors resulting from iredrQoT estimation have a
direct impact on lightpath establishment decisigres$,physical models are by nature
imperfect and optimization for speed is furtherigeéntal to their intrinsic accuracy.
The trade-off between availability of monitoring fanmation, and monitoring
accuracy are formalized here. In our frameworkgatpath with estimated Q-factor
Q by the Q-Tool is established if and only df is larger than a given threshold

Qthereshold (€.9., Qhereshold= 15:5 dB to achieve BER=P0without Forward Error
Correction, FEC), to which a margh®g, ; (0<7 <) is added:

é > Qriveshold +/7Qgwm - (5-9)

In (4-9), the Qz, parameter is the maximum error (inaccuracy) that @-Tool
estimator can introduce angl is a factor that depends on the availability of th
additional monitoring information.

As an illustrative example, assume that a netwgokrator is running a
network and injects traffic until sustaining a ficall blocking. This call blocking can
be due to either lack of resources (wavelengthKigg or QoT insufficiency (QoT
blocking). This is done for a 14-node national regkwvsimilar to that operated by
Deutsche Telekom (see Appendix A for full detail§he number of established
lightpaths is given foQp,enaq =15.5 dB,Qg, =0.5 dB, and for the two extreme values
of n: n = 0, corresponding to the case where full confogem the Q-factor
estimation is guaranteed and it returns the truld@r of a lightpath (possibly
because some monitors are deployed, that greagiyowe the Q-Tool accuracy), and
n=1, corresponding to the case with maximum inacguad the Q-Tool. It is seen in
Figure 5-13 that a higher confidence in the esen@dtQ or, alternatively, a lower
value of, permits to postpone the point in time when thet folocking occurs; for a
system with 10 channels 40% more lightpaths canabeommodated if high
confidence in the Q estimates € 0) is achieved, compared with the case wheee thi

confidence is not feasible/available € 1). However, this difference is reduced to
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2% when the number of channels per fibre is in@eas 22. The reason for this
reduction is that the availability of more waveldmgincreases the chance of finding
a lightpath that satisfies the (higher) requiregshold. This framework enables us to
place some constraint on the adaptive error fagton order to force the routing

engine to find paths with more accurate QoT estonatt can be observed that even
a small inaccuracy in QoT estimation (e.g., 0.5 dBh dramatically change the
performance of the call admission procedure. Inetk@mple above; is set to a fixed

value; however, it is clear from the example thaihg in call admission performance

are expected iff can be lowered.
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Figure 5-13: Number of established lightpaths untithe occurrence of first blocking as a function
of available wavelengths per fibre for two valuesfoQg, .

We propose to account for OIM/OPM availability infeation dynamically,
on a per-route basis, in order to compute the alee of » for each lightpath to be

established, and hence to reduce the blockingsodio® high margin o whenever
that is possible using an appropriate, novel IA-R@lgorithm.

5.5.2 Online Rahyab Variation

In Chapter 1 of this Ph.D. thesis a comprehensweey of IA-RWA
algorithms were provided, and here the conclus@f@&\KM "09] is simply used to
choose suitable candidates to compare our new IAARWorithm with. Note that no
IA-RWA algorithms so far have accounted for Q-factstimation inaccuracy, and
hence the algorithms presented here assume a obnsagimQg, . The following

two algorithms were selected because of their pmidoce in terms of average
blocking rate in fully transparent optical netwark€he K-SP-Q algorithm is
described in [YSRO05]. This algorithm selects thersdst available route among tke
routes between each source and destination paichvéere pre-computed as tlke
shortest paths; the First-Fit wavelength assignnseheme is utilized; and finally
these algorithms checks the quality of transmis@@wil) value.
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The MmQ (Max Min Q-factor) algorithm is described[PBS08]. In MmQ
algorithm for each wavelength, a route from soudeocdestination is computed subject
to the wavelength continuity constraint. Then, éach of the computed lightpaths,
the QoT values of that candidate lightpath andaalyeestablished lightpaths are
computed. Lightpaths with value of Q lower thanihgeg threshold, or lightpaths that
interfere with other lightpaths so as to producalae of Q for them lower than the
threshold are discarded. From the list of previpusimputed lightpaths that are not
discarded, the one with the highest QoT valuenallfy selected. In addition to low
blocking, the algorithm has some desirable propersuch as high fairness between
short and long lightpaths.

The main idea behind the online Rahyab algorithntoisdesign a multi-
constraint IA-RWA algorithm that considers QoT aemy through optical monitor
(i.e., OIM/OPM) availability information in routindecisions, in order to alleviate the
inaccuracy of the QoT estimator (here, Q-Tool). @Gudticonstraint IA-RWA maps
several constraints, including QoT itself, and Qodccuracy, to a single cost metric
using the MCP framework (See Section 4.1).

In this variation of online Rahyab algorithm two tnies are considered as the
link cost parameters: lightpath length, and Q-Tinatcuracy margin.

» Lightpath lengths: Capping the length of a lightpath is a quick aady way
to disregard candidate lightpaths with poor QoTderd, considering only
static impairments, i.e., impairments that do nepehd on the network state:
ASE noise, PMD and filter concatenation, one cammate the maximum
length Liax Of a lightpath such that the QoT constraint is .nigghtpaths
longer thanLnyax are known for sure to have an unacceptable Qofe tiat
the converse does not hold, as lightpaths shdmarlt,.x may also have an
unacceptable QoT when dynamic effects (XPM, FWM) accounted for.
The main idea here is to consider the static playsmpairments inside the
multi-constraint path computation engine in ordeiptune out paths that do
not satisfy the minimum QoT requirements (as fartles static physical
impairments are concerned).

* QOoT estimator inaccuracy. The second metric is the Q-Tool inaccuracy. The
optical monitor availability vector is defined ashmary vector that records
whether a particular monitor is available on a lotknot, where each yms
associated to the presencs, (= 1) or absenceng = 0) of a monitor (for
instance, OSNR monitor, PMD monitor, residual chati;m dispersion
monitor, channel wavelength monitor, etc.) on agiVink. In order to map
the monitor availability vector of linke to a single value the functioa is
defined as follows:

ofe) = Z & @1~ me(e)), (5-10)

In (5-10) the sum is indexed by the monitors and #&ssumed that different
monitors for each linle can be used. The parameterdetermines the importance of

thei™ monitor. More specifically, considering the estiethQ-factord as a random
variable that differs from the true Q-factor of @htpath depending on what
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monitoring information is available to perform thstimation,o(e) is interpreted as
the variance of) due to the uncertainty of parameters on &nknd eacl, (¢) as the

contribution to the variance of due to the absence of monitoon link e. The
adaptive factor; for a lightpathp introduced in (5-9) can be re-interpreted as:

2 0l

(5-11)
O nax(P)

n(p)

where Ze(e) is the variance o) accounting for uncertainties stemming from the
P

presence/absence of monitors on each link of theidered lightpath, and,..(p) IS

the maximum variance for the lightpath. This maximuncertainty corresponds to
the absence of monitors on a lightpath. The comstrresponding to this QoT
uncertainty metric is then:

”(p)<,7max’ (5'12)

where 7., drives the maximum uncertainty(,Qgy ) that the network manager is

willing to tolerate in the network, or, equivalgntithe minimum amount of
monitoring that must be present on a path for latfigth to be established.

This variation of online Rahyab is escribed hemeorlline Rahyab each link is
associated with a single weight we, which mixestthe metrics “link length” and
“QoT estimator uncertainty”, using (5-7). Upon thgival of a connection request
between a source and a destination node, the ¢tumeémork topology is decomposed
into W layers (wavelength planes), whe#éis the total number of channels in each
fibre. For each wavelength plane, a predefined rarmkbof candidate paths are
computed from source to destination using a shiogath algorithm considering a
single cost metric, which includes link length coamt and QoT estimator
uncertainty constraint.

Therefore, the multi-constraint routing engine xpleited for finding paths
(denoted by candidate lightpaths) that satisfy iplelt constraints. Doing so
separately for each wavelength ensures that thdidate lightpaths also conform to
the wavelength continuity constraint. Once candidaghtpaths are determined,
another set of lightpaths are constructed, andedathe usable lightpaths: each
candidate lightpath is temporarily added to theentty established lightpaths in the
network and the impact of this addition on the QofT each lightpath already
established is computed. If all QoT values are almeertain threshold the candidate
lightpath under consideration will be moved to tisable lightpath set. In this step,
the Q-Tool (version 2.21) is used that considdrsradortant physical impairments as
defined in Chapter 3. The final step of proposemi@ihm is to select the best usable
lightpath. In order to find this lightpath, the cidhate lightpath that introduces the
minimum impact on the currently established lighiygaas defined in section 5.3) is
selected. In the case where the usable set is ethptgdemand is blocked.
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5.5.3 Comparative studies

In order to provide a fair comparison between tlgordthms, simulation
studies were performed with controlled and identicgout parameters and an
identical impairment estimation module (Q-Tool).eTparameters and the set of
experiments were chosen so as to obtain a broge @firesults that would reveal the
relative performance of the algorithms and thepl@gbility under diverse scenarios.
In addition to online Rahyab, the performance & KaSP-Q and MmQ algorithms
were also evaluated, which were briefly descrilme8ection 5.5.2.

The network topology in our simulation studies i$Nt (See Appendix A
for more details). This network has 14 nodes andi2&ectional links, with an
average node degree of 3.29. The line rate inndiwork is assumed to be 10 Gbps.
A heterogeneous network topology is assumed in hwitioce node and link
architectures have different impact and contrimgioon the physical layer
impairments. It is also assumed that pre-dispersmmpensation of 400 ps/nm is
performed in the links. The Standard Single Moda&rd-(SSMF) length in each link
is set to 100 km, followed by a Dispersion Comp#osaFibre (DCF) that under-
compensates the dispersion of the preceding SSMFajue of 30 ps/nm/km. At the
end of each link the accumulated dispersion iy fedmpensated. It was assumed that
the SSMF fibres have a dispersion parameter ofsiifnp’km and attenuation of 0.25
db/km. The DCF segments have a dispersion paranoét80 ps/nm/km and an
attenuation of 0.5 dB/km. The input power to thekd is -4 dBm and 3 dBm per
channel in the DCF and SSMF fibres respectivelye thannel spacing is set to 50
GHz. The noise figure of the amplifiers that congsga for the loss of the preceding
fibre segment is set to NF#6 dB, with small vaoas. The signal-to-crosstalk ratio in
nodes is set around -32 dB, with small variationgach node. The threshold value
for computing the impact on Q-factor (i.e.;Hshod iS 15.5dB, corresponding to
BER=10° without FEC.

Q vs. lightpath length (10-SP)
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Figure 5-14: Q-Factor value vs. lightpath length (Ghereshoid = 15:5 dB).
In Figure 5-14, the Q-factor value for all 10 slestt paths between all
possible pairs of the nodes in the network is dedictotalling 1820 lightpaths.
Without considering the impact of other establishghtpaths, the maximum optical
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reach is about 1500 km, hence lgt.x = 1500 km. Similarly lets,..= 0.9 in
constraint (5-12).

Connection requests (dynamic demand set) are dgedeexcording to a
Poisson process with raté (requests/time unit). The source and destinatioa o
connection are uniformly chosen among the nodekeohetwork. The duration of a
connection is given by an exponential random végiabith averag®y. The

ratioA/u is varied, which measures in Erlangs, the totidretl load to the network.

Connection requests arrive one by one, and shaukkbsed upon their arrival. This
means that the algorithm cannot wait to collecteriian one connection and serve
them jointly. In each experiment, 1000 connectiwese created and served.

In the K-SP-Q algorithm, the value d&f is set to 3. In the online Rahyab
algorithm, The value ofl and ¢ is set to 1 and 0:5 respectively in order to comapu
the single mixed cost for links. Online Rahyab alfpon sets the value df to 5 for
computing candidate routes.

5.5.4 Results

In order to evaluate the performance of differelgbathms the following
performance metrics were considered: the blockatg for each demand set is the
ratio of the number of blocked lightpath requesterahe total number of requested
lightpaths (this metric is reported for both diffat values of load and also number of
channels per link), the number of required wavelesign order to achieve 0%
blocking rate for the given demand set, and theisglbie load to the network to
achieve 1% blocking rate for different monitor dgphent scenarios.

These metrics are good indicators for network dessgin order to perform
network planning and dimensioning. Figure 5-15 dispihe performance of K-SP-Q,
MmQ and our proposed online Rahyab algorithm (“Rdhg00%”). In our
experiments the performance of the algorithms &uated assuming that connection
blocking is possible and as a result the inteiesd iminimize it. Note that there is no
QoT inaccuracy consideration in K-SP-Q and MmQ #rettefore their performance
should be compared with Rahyab with full monitopldgment (“Rahyab-100%")
that completely removes the inaccuracy of QoT esion. The results are presented
as a function of the number of channels per filboe,a fixed network load (100
Erlangs).

In order to reveal the impact of the monitors oa gerformance of online
Rahyab algorithm, the deployment rate of monitarghe network is varied between
0% and 100%. The results are depicted in Figuré.5Fthe performance of the MmQ
and K-SP-Q algorithms is also included for commaripurposes. The five variations
of the Rahyab algorithm are denoted as Rahyab-0%Rdabyab-100% which
correspond respectively to no or full OIM/OPM degpteent in the network. For the
case of 0% monitor deployment, it is assumed hat=1 dB as also considered in

[ZML *08].
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Figure 5-15: Blocking rate vs. number of channelsgr link, Load=100 Erlangs.
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It can be observed that when there is no inaccura@oT estimation (100%
monitor deployment), the online Rahyab algorithmifggens better than all other
algorithms. Besides, by increasing the number ahakls per fibre the blocking rate
is decreased, since the chance of finding a rootk available wavelength that
satisfies the required QoT threshold increases. pedormance of the MmQ
algorithm that does not consider the inaccurad@@f estimation is almost similar to
the performance of the Rahyab algorithm without amonitor deployment, i.e., 0%
monitor deployment. The reason why online Rahygoerghm performs better than
the MmQ is mainly due to the availability of addnal route options in online
Rahyab compared to single shortest path in the Matg@drithm. The K-SP-Q
algorithm does not perform better, mainly due t® ithability to properly incorporate
the impact of physical impairments in its routirecgsions.

By increasing the amount of OIM/OPM monitoring guuent, the online
Rahyab MCP routing engine finds routes that comgientor the inaccuracy of the
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QoT estimation, which is why the blocking rate @&ses when the optical monitor
deployment rate increases. However the differenevden various deployment
scenarios is more pronounced for lower numbershahiel per fibre. Indeed, by
increasing the number of channels, finding propete and available wavelength that
satisfies the QoT requirement becomes easier. Wheenumber of channels per link
is set to 10, Rahyab-100% (with support of full @QO¥PM deployment) performs
51% better than the same algorithm in absenceyOd/OPM monitor deployment
(i.e., Rahyab-0%).

Figure 5-17 depicts the performance of the seleatgdrithms for different
values of the network load and a fixed number @nctels per link (i.e\WW=20). The
increase of the network load, as expected, dettesrthe performance of all
algorithms, just as the performance of the algorgldeteriorates when the number of
wavelengths is decreased. Among studied algorittRadyab and MmQ perform
better than K-SP-Q algorithm. In this figure fivariations of the Rahyab algorithm
are included to also consider the impact of OIM/O8&ployment. By increasing the
number of deployed monitors, the Rahyab MCP endings routes with more
available monitors that lead to lower inaccuracyQa@T estimation. Note that the
inaccuracy of QoT estimation is only considereddoline Rahyab algorithm (except
Rahyab-100%) and other algorithms exploit a Q-Twithout any inaccuracy (i.e.,
QEM=0 dB). At the maximum load (200 Erlangs), thelime Rahyab with full
monitor deployment performs 53% better that onlRehyab without any monitor
deployment.
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Figure 5-17: Blocking rate vs. load (W = 20).

160 200

-100-



Chapter 5: Impairment-Aware Network Operation
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Figure 5-18: Number of required W for 0% blocking vs. load.

In Figure 5-19, the maximum admissible load is rtgmb to achieve a
blocking rate of 1%, when the amount of monitoreguipment deployment varies.
With MmQ, monitoring deployment is only accounted in the QoT condition via a
varying Qth, i.e., @yeshoig= 15.5 dB for full monitoring deployment andshoid=
16.5 dB for no monitoring deployment. “Rahyab” iptates monitoring deployment
within the RWA decision and so benefits from theitdnal monitoring deployment
better than MmQ, as can be seen with the increagapy between the MmQ and
“Rahyab” curves. When there is no monitor deploymanthe network, the gap is
amounted to only 6%, while by increasing the ratemmnitor deployment the
performance of Rahyab algorithm became better Mar@Q algorithm by 11%. The
MmQ algorithm has been also enhanced to considemibnitor deployment rate in
its RWA decisions in the same way that Rahyab cenmsiit, and as it can be
observed the “enhanced” MmQ algorithm performs dsethan MmQ algorithm.
However since the MmMQ algorithm only computes @lsipath between the source
and destination, its performance still remains llothan Rahyab algorithm.
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Figure 5-19: Admissible load to achieve 1% blockingate.
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5.6 Chapter Summary

The novel online IA-RWA algorithm (i.e., Online Ratb) was presented in
this Chapter. This algorithm utilizes a multi-caastt framework. The novelty of our
approach and framework compared to the one reportde mentioned references is
the exploitation of the single-cost metric feshortest path or diverdeshortest path
algorithms. In other words, authors in [K®#] and [KST08] have simply modified
the Dijkstra algorithm to find a single path betwedhe source and destination node,
while as explained the MCP framework based on glesimixed metric is used for
computing a couple of candidate paths between scamd destination nodes, for a
dynamic demand. This strategy could be based onvétleknown Dijkstra shortest
path algorithm. Furthermore, this MCP engine carekgloited for diverse routing
(e.g., the Bhandari algorithm) for protection pwse® (e.g., 1+1) or generic k-shortest
path algorithms.

In this chapter the performance of four differentime IA-RWA algorithms:
Sigma-Bound, Multi-Parametric, online Rahyab an8B3Q, were considered under
common scenarios, QoT estimator and network topgolégr the Sigma-Bound
algorithm the Most Used Wavelength (MUW) with resiog and the Mixed
optimization functions (Mxed) was used, while foetMulti-Parametric the minTP
optimization function was utilized. The online Rabyalgorithm has a good blocking
rate performance; however its execution time iy Varge. The main reason for this
behaviour is that the Rahyab algorithm uses theo@-at its intermediate steps to
select among the set afseablé (candidate) lightpaths, the one that introduces th
minimum impact on the currently established lighiygsa The performance of online
Rahyab algorithm (with respect to its running timah be considerably improved by
accelerating the performance of the Q-Tool (e ingFPGA hardware acceleration).

A novel online IA-RWA algorithm, called “online Rghb,” was also
presented that considers the availability of th&A@PM monitors in the network
within the routing and wavelength assignment prectwleed, a fundamental aspect
for an IA-RWA strategy in order to be actually irapiented is to utilize Optical
Impairment/Performance Monitoring (OIM/OPM) for éwation of signal quality. In
addition to the exploitation of monitoring infornat in IARWA engines, it is also
useful to incorporate the availability of OIM/OPMomitors in QoT estimations (e.g.,
Q-Toal). It was shown that for a system with 10 rohels per fibre, 40% more
lightpaths can be accommodated if high confidenché Q estimations is available
compared with the case where high accuracy is wailable. The performance of
proposed algorithm is compared with two other atgors that have been selected
from state-of-the-art IA-RWA algorithms. The simuden results indicates that
utilizing the optical monitors in the network cangrove the performance of the IA-
RWA algorithms by roughly more than 50% for higaftic load or limited number of
channels. It was demonstrated that the admissiiald for a given blocking rate is
11% higher than the one which is allocated by gorghm that does not consider the
OIM/OPM deployment in the network. It was also dastoated that, due to the
important impact of QoT estimator inaccuracies etwork dimensioning (here, in
terms of blocking rate), RWA algorithms need toaorporate those inaccuracies in
order to appropriately reflect the actual behaviolimonitored transparent optical
networks.

-102-



Chapter 6:

6. Network Planning and Operation Tool

The evolution trend of optical networks is a tramsfation towards higher
capacity and lower costs core optical networks. Tmemise of future optical
networks is the elimination of a significant amouwftelectronic equipment (lower
CAPEX and OPEX), as well as added capabilitiesh stscthe ability to transport any
type of data format (modulation and bit rate indefsnce) through the network
[BSB'08] and support for dynamic demands. As one ofrmeeéforts toward this
goal, the key outcome of the DICONET project is design and development of an
intelligent Network Planning and Operation Tool P, which consider the impact
of physical layer impairments in planning and ofieraphase of optical networking.

Network planning is more focused on the detailb@# to accommodate the
traffic that will be carried by the network. In $hphase, which typically occurs before
a network is deployed; there is generally a lasgeo§ demands to be processed at one
time. Therefore the main emphasis of network plagrs on finding the optimal
strategy for accommodating the whole demand sefffitr matrix). In network
operation phase the demands are generally procapsedtheir arrival and once at a
time. It is assumed that the traffic must be accoheed using whatever equipment
already deployed in the network. Therefore the milagn process must take into
account any constraint posed by the current statleeodeployed equipment, which,
for instance, may force a demand to be routed aweib-optimal path.

In this Chapter an approach for design and devetoprof DICONET NOPT
and its key building blocks along with control ptaimtegration schemes is presented.
The modular design and development of NPOT pavedviy for including some of
the contributed algorithms of this Ph.D. studyhisttool. The performance of Offline
Rahyab (as one of the NPOT building blocks) is ghsesented here, which is
compared with a similar tool provided by Alcateldant Bell Labs France.

6.1 NPOT Building Blocks

The main novelty of the DICONET project is the desand development of
physical layer impairments aware NPOT that incaapes the performance of the
optical layer into Impairment Aware Routing and Wkngth Assignment (IA-
RWA), component placement, and failure localizati@mgorithms. The NPOT is
integrated into a unified extended Generalized Mibtocol Label Switching
(GMPLS)-based control plane. The anatomy of the WOdepicted in Figure 6-1.
Network Description repositories, QoT estimator,-RMA engines, Component
placement modules and Failure localization moduéethe key building blocks of
NPOT.
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The planning modules are accessible through a cowiiae interface (CLI).
In order to realize the communication of the NPOithvthe other entities in the
DICONET control plane integration scheme (operatisode), a messaging protocol
layer is designed and implemented on top of thedstal TCP/IP socket interface. In
the sequel the details of each building blocks &QY is presented. In order to
realize the DICONET vision, several building bloc&isould be considered in an
orchestrated fashion.

6.1.1 Network Description Repositories

The network description (both in physical layerdeand topology level) is
included in two main data repositories that aret lespexternal files to NPOT. These
two repositories are named PPD.XML and TED.XML. TRRysical Parameters
Database (PPD) is the master repository, whichuded the lower-level XML files
that define the physical characteristics of th&djnnodes and components on the
network links. More specifically, physical nodemifiers, attenuators, fibres (both
transmission fibres and DCF modules), transmittard their related parameters,
receivers and their related attributes and fingtly definition of physical links are
kept in various XML files and all of them are refaced in the PPD.XML. In fact
PPD.XML plays the role of a master repository wttinters to other physical layer
related XML files.

The other global data repository to NPOT is thdfioc&ngineering Database
(TED), which is implemented as another master répysnamed TED.XML. This
repository includes the Nodes and Topology XMLse3é two repositories (i.e.,
Nodes and Topology) describe the network in mosgrabt and higher level. In fact
the connectivity of the nodes and the definitiofisnetwork nodes (nodelD, node
names,) are kept in Topology.XML and Nodes. XMLagpories.

In order to facilitate the generation of PPD andDTEelated repositories,
another module (external to NPOT) has been devd|opbich receives two main
inputs (Topology.txt and Parameters) and genetae§ED and PPD related XML
files. This utility module is developed in MATLABsapresented in upper part of
Figure 6-1. The “Parameters” is a MATLAB data stane that also controls the
generation of PPD related XMLs. The important feldf this MATLAB data
structure (i.e., Parameters) are:

*  AmpNsp

* W (Number of channels per fibre)

* pinDCF (input power for DCF fibres)

* pinFibre (input power to transmission fibres) and
* ChannelSpacing

The “topology. TXT” is another input to the XML gemag¢or module that
includes the definition of physical links, sourcedadestination node and the
components (mainly DCF fibres and transmissioneBbrin the links. The XML
Generator utility receives these two inputs andegaties the various XML files that
are defined in PPD.XML and TED.XML master reposasr However the network
description as defined in these XML files can berencustomized and tailored by
editing the individual XML files and fine tuning gecular parameters.
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6.1.2 NPOT XML Parser

The NPOT_XML_Parser is the NPOT internal moduld teaesponsible for
parsing the XML repositories and transform the mekwdescription (physical
specification and network topology) into the intrdata structures (in C), which are
kept inside the NPOT memory. An open source XML rspa
(http://www.saunalahti.fi/~samiuus/toni/xmlpideas been used, which is available in
ANSI C. This XML parser parses the PPD and TEDteelaepositories and moves
them to the corresponding C data structures.

6.1.3 PPD & TED Manager

The NPOT_PPD_TED_Manager is the module, which wspoasible to
manage the PPD and TED data structures as thekeptan the global memory of
NPOT. This module also provides the interface ®ofttst NPOT messaging protocol
(indicated by star 1 in Figure 6-1). The NPOT mgssgaprotocol layer is responsible
for bridging the communication of NPOT to the odésientities. This messaging
protocol layer is built on top of the standard TGBcket interface. The first
messaging protocol paves the way for communicatibthe NPOT with outside
entities, which are requesting to access (mainiyatg the PPD and/or TED) data
structures. In addition to participating in this ssaging protocol, the
NPOT_PPD_TED_Manager provides the required inpubfoer internal modules in
the NPOT, so the other modules have access to B2 rfelated and TED (i.e.,
topology related) data.

6.1.4 NPOT Q-Tool

The NPOT_QTool is one of the key building blocks tbé NPOT. This
module provides the required access to the Q-Tak{on 3.33) functionality as the
physical layer performance evaluator. The NPOT_QTeceives a set of lightpaths
(at least one lightpath) and then computes the IQevef those lightpaths and return
them back to the calling module. The Q-Tool is imdly implemented using
MATLAB development environment and in order to gri&e it in the NPOT, the
MATLAB Component Runtime library is utilized to gerate a shared library from
the MATLAB module and the NPOT_QTool invokes thargd library with proper
parameters.

The communication of NPOT_QTool with other entitgside the NPOT is
performed through messaging protocol 2. The gersgalature of NPOT_QTool is
as follows:

int NPOT_QTool(Lightpaths *LP, unsigned int LPCount, QType* Q),

in which the LP is a pointer to the Lightpaths stawe, LPCount determines the
number of lightpaths that will be passed to NPOToQITand Q is a pointer to the
returned value (the corresponding Q values of ipgltdaths). The NPOT_QTool
computes the Q value of each lightpath and retitmesck to the calling module. Note
that both LP and Q could be dynamically allocated aould have more than one
lightpath. The NPOT_QTool function return value icades that the whole Q
computation was successful or not.
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6.1.5 Online IA-RWA

The entities outside the NPOT invoke the NPOT_Q@nlIARWA module in

order to get a lightpath (route or route and wawgtlle). The behaviour of
NPOT_Online_IARWA is different in distributed ancerdralized control plane
integration schemes.

In the distributed integration scheme the NPOT_Online_IARWA upon
receiving a demand, computds foutes from source to destination. In case
of demand with (1+1) protection requirement, theCNPOnline_IARWA
computes K’ diverse pairs of primary and backup paths betwsmirce and
destination. Then it responds back the number ehdoroutes (which is not
necessarily K’, if finding “k” paths was not feasible) and also returns the
paths in the form of lightpath element data striectiNote that lightpath
element includes both the primary and backup ligthtg. If demand is for a
primary path only, then the backup lightpath relafields will be initialized
to zero. The routes are expressed in node sequé&heecaller (i.e., Optical
Communication Controller ‘OCC’) tries to establigte lightpath from source
to destination using the extended signalling prottolé a lightpath (or a pair
of lightpaths in case of 1+1 protection) is(arefabbshed the OCC informs
the NPOT_Online_IARWA of established lightpath {oceted by proper
identification number assigned for lightpathid). efth NPOT updates the
lightpath element global data structure (via TEDPRD manager) by adding
the established lightpath to the list of activehtgaths and also updates the
‘Topology’ global data structure by removing theigaed channels from the
occupancy field of ‘Topology’ data structure to icate that assigned channel
iIs no more available on the established path. Henof the K’ candidate
routes are feasible, the caller (i.e., OCC) sehdstoper status code back to
the NPOT.

In the centralized integration scheme the NPOT_Online_IARWA [KOD8]
computes the lightpath(s) from source to destimatind assign wavelength
for them and returns it (i.e., the computed ligktpdack to the caller (i.e.,
OCC). OCC tries to establish the lightpath using signalling protocol and
returns the result of the lightpath establishmenackb to the
NPOT_Online_IARWA. If the establishment is succagPOT updates the
active (established) lightpaths in the network aigb updates the Topology
global data structure. The assigned wavelengthk bgilremoved from the
occupancy field of ‘Topology’ for all links that erresiding along the
lightpath. If the lightpath establishment was notcessful, OCC sends the
status back to the NPOT_Online_IARWA.

The OnlineDemand includes the source and destmatmde identifiers. The
protection field determines whether the demandeguesting for a 1+1 protected
lightpath establishment or an un-protected demafde last element of the
OnlineDemand data structure determines the numbsehartest paths (i.ek) that
should be computed. This field is only used indistributed integration scheme.
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6.1.6 NPOT Failure Localization

Failure localization and link recovery techniques iransparent (and
translucent) optical networks remain among hotaedetopics. There are two main
approaches for failure localization: 1) monitoriogcles (m-cycle) and monitoring
trails (m-trail). Both techniques utilize a set adfit-of-band lightpaths, which are
organized either as optical loops (cycles) or apen optical circuit (trial). Each
link of the network must be covered at least by oneycle or one m-trail. Among a
large combination for choosing the set of m-cyadtesiils, the cost of a monitoring
solution is given by two parameters: the numbespdical channels consumed by the
chosen set of cycles/trails, and the number of tooi The number of monitors is in
fact directly provided by the number of cyclesigan the set since a single monitor
is used per cycle/trail. The major objective thaisinbe satisfied by a monitoring
solution is that a distinct alarm code could beigmesl to each fibre link. This
constraint guarantees that any failure can beilkmmhWwithout any ambiguity.

An m-trail is a supervisory optical connectioorad a single wavelength. An
optical signal transmitter is located at the souraée of the trail, while the monitor is
co-located with the receiver at the destinationenotithe trail. By definition, an m-
trail can traverse a node multiple times but a Emknost once. When a link suffers
from a failure affecting all the channels crossifgall the wavelengths, and in
particular, those used by the m-trails are dismipidie monitors placed at the end of
the disrupted m-trails will detect the failure amtl generate an alarm. By collecting
all these alarms, the network operator must betaldtgcalize any single failure.

The failure localization engine, which is integchie the NPOT is designed
and developed based on a novel heuristic algoritaited MeMoTA for “Meta-
heuristic for Monitoring Trail Assignment” as exjlad in detailed in [ADG09].
This algorithm aims at designing an m-trail solatiavhich is able to exactly localize
the broken link in the network with a low monitaggideployment CAPEX.

Link | T2 | t1 | tO | Decimal
onJ1]0]1 5
021|111 7
03] 1|]0]0 4
12 0|11 3
13)] 1110 6
240 |01 1
B4/ 0]|1]0 2

(b)

(@)

Figure 6-2: (a) Example network topology and threan-trails (b) Alarm code table.
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The MeMoTA engine determines the optimum placersémtonitors in order
to make the failure localization and detection pmes Therefore this heuristic
algorithm will both function as the NPOT monitorapement and NPOT failure
localization module. After constructing the Alarrmde table, according to the actual
monitor placement, the failure detection will beimple lookup table operation from
the alarm code table. When a failure is occurrmthe network, each monitor reports
its individual code to the NPOT failure localizationodule. The failure localization
module looks up the alarm code from the alarm dodke and localizes the exact
failed link. This process is depicted in Figure &+l the following example.

Figure 6-2(a) gives an m-trail solution, ( and &) for the network topology
that is also depicted in the same figure, and Eig42(b) shows the alarm code table.
It can be observed that only 3 m-trails (each witthedicated monitor) are required to
detect (localize) all the link failures. For exampf the alarm code is 6, then by
looking up the decimal code from the alarm coddetaib can be simply identified
that the failure is on link (1, 3).

Therefore the MeMoTA algorithm and framework notlyoprovides the
failure localization functionality to the NPOT thugh its alarm table, but also
performs the optimum monitor placement during teevork planning phase.

6.1.7 NPOT Offline IA-RWA

The NPOT Offline IA-RWA is in fact one of the coitiuted algorithms from
this Ph.D. Thesis. The offline Rahyab is the NPOffli@ IA-RWA engine. This
module receives a demand set (or traffic matrix}hie form of gource, destination,
Protection level, and # of LPs) and computes corresponding lightpath(s) for tkerg
demand set. Therotection level attribute of a demand determines whether the
Offline IA-RWA module should compute a primary abdckup (1+1 protection
scheme) for the give demand (in case ®rattection Level=1) or a single lightpath
between source and destination node is sufficiératéction level =0). The# of LPs
determines the required capacity that should becaiéd in terms of number of
lightpaths between the given source and destinatonies. The detail behaviour and
functionality of NPOT_Offline_IARWA (i.e., offlineRahyab) was discussed in
Chapter 3.

6.1.8 NPOT Regenerator Placement

The NPOT Regenerator Placement module optimizes rhmber of
regeneration sites and modules that are going tdeiptoyed in the network. This
module is developed according to the specificatiamich is documented in
[YAG10]. The code name of the algorithm is COR2Po&S Optimization for RWA
and Regenerator Placement). The Regenerator platenoelule receives a demand
set (traffic matrix) along with the network des¢igm and network topology and then
optimizes the regeneration sites and ports in thgvark. The COR2P algorithm
invokes the NPOT_QTool in order to evaluate théqvarance of the optical layer.

6.1.9 NPOT Monitor Placement

In addition to the regenerator placement algoritihe NPOT exploits a
special purpose monitor placement algorithm, whiatkeploys optical
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impairment/performance monitors (OIM/OPM) in an iopted fashion on the
network links. The main goal of monitor placemeigoathm is to facilitate the
failure localization procedure. The monitor placemalgorithm that is integrated in
the NPOT is part of the failure localization eng{iMoMaTA algorithm), which was
presented earlier in Section 6.1.6.

6.1.10 NPOT Messaging Protocol

In order to realize the communication of the NP@iih the other entities in
the DICONET control plane integration scheme, a sagsg protocol layer is
designed and implemented on top of the standardsiiCket interface. Depending on
the integration scheme (i.e., distributed or cédizied) the actual implementation of
this messaging protocol will be different. In pauiar the IA-RWA algorithm and its
functionality are quite different in centralizeddadistributed integration schemes.
Each integration scheme and use-case scenariosoaipiled in the rest of this
section.

6.2 Control Plane Integration Schemes

In this section two integration schemes in DICONpBToject will be
presented: one based oncantralized, PCE architecture, and the other fully
distributed. Although the two architectures are very différieam the control plane
point of view, they are very similar from the NP@&rspective, which implements
essentially the same functionalities and henceigesvthe same interface (with minor
differences) to each of the two control plane iraéign schemes. Both architectures
are implemented and tested in DICONET project.

6.2.1 Centralized Scheme

The centralized scheme is depicted in Figure 6+81¢ centralized integration
scheme Enhanced Path Computation Element (EPCH) plal the role of a
centralized engine that computes the lightpaths rasgond back to requesters. In
addition to the path computation, the EPCE, whiahiudes the DICONET NPOT, is
responsible for failure handling. In fact the fa@ulocalization module of NPOT
receives the alarms from OCCs and after localizivgfailure the global TED and
global PPD will be updated and the new lightpathe do the failure will be
computed using the NPOT_Online_IARWA module [KGM]. Then the source
node of the affected lightpath(s) will be contac®&POT> OCC) and the new
lightpaths will be established using the signallprgtocol.

6.2.1.1 Lightpath Establishment Use-Case

In general three lightpath establishment casedearonsidered. The soft permanent
lightpath establishment, permanent lightpath emtalent and finally switched

lightpath establishment. In the permanent lightpaitablishment, the Network

Management System (NMS) directly contact the opticales; therefore this case is
out of the scope of DICONET test-bed integratiohe Dnly difference between soft
permanent and switched case is that in the latise ¢i.e., switched) the network
operator (end user) directly contacts the OCC &edetis no need to consider the
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NMS interface, except a notification from sourcal@do NMS, which is forwarded
by control plane to NMS upon the lightpath estdishent. Since the rest of the
lightpath establishment will remain the same, tbeut will be only on“Soft

Permanent” connection establishment.
gPPD gTED
% é Enhanced PCE

NPOT PCE

B

PCEP / OSPF-TE
Failure Management ./

oce | 1 oce | 1 oce

onl

For
Failure
localizatio

PPD ccl PPD <@ PPD (ccl
gTED gTED gTED
Optical node Optical node Optical node

Figure 6-3: Centralized integration scheme.

Before explaining the lightpath establishment pdace, the players in this use
case are introduced as follows:

* NMS: Network Management System

* PCE: Path Computation Element

* NPOT: Network Planning and Operation Tool

* NMI-A: Network Management Interface — ASON contptdne

* OCC: Optical Connection Controller

» TED: Traffic Engineering Database

 (gTED: Global TED

* PPD: Physical Parameter Database

» gPPD: Global PPD

* PCEP: Path Computation Element Protocol

* OSPF-TE: Open Shortest Path First with Traffic [Eegring

* OIM: Optical Impairment Monitor

» OPM: Optical Performance Monitor

* CCI: Connection Controller Interface — Interfacavieen OCC and Optical

nodes
» EPCE: Enhanced PCE
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The lightpath establishment is as follows, withpsteoncerning NPOT in bold:

1)

2)
3)

4)

5)

6)
7)

8)

9)

The user contacts the NMS (GUI) interface, and &ska lightpath between a
pair of source-destination nodes. The demand iesluthe source and
destination nodes to be established and whethetaimand is (1+1) protected
or restorable (i.e., un-protected).

NMS conveys the request to the source node OC@eiadlMI-A interface.
The source node OCC contacts the PCE module insidiee EPCE (using
PCEP protocol) to request a path computation for tle given demand. A
demand includes the source and destination nodesoaly with a request
for (1+1) protected or un-protected lightpath(s).

The PCE contacts the NPOT, asking for a lightpath @amputation (route
and wavelength) (will be internally done inside EPE). The
communication protocol for this request is numberedn Star 3.

NPOT computes the lightpath (using NPOT_Online_IARWA module)
and responses back to PCE (will be internally donmside EPCE).

PCE responses back to the requester (source nsithg) RCEP protocol.

The OCC at the source node establish the lightpsing the standard
signalling protocols or the OCC will inform the NM$ the un-feasibility of
the requested connection (demand). If the lightpsitestablished the OCC
updates the EPCE (in particular NPOT) by sendingficoing that the
lightpath (with proper lighpathID) is established.

The OCCs update their global gTED databases and alslocal PPD
databases using extended OSPF-TE. The EPCE’'s gTEDn& PPD
databases are also updated using extended OSPF-TEofocol. In other
words, since both PCE and OCCs are all participatig in extended OSPF-
TE protocol then the global TED and PPD of EPCE andall OCCs are
updated accordingly. In the dissemination phase th€©CCs update the
gTED databases with wavelength availability informé&on using OSPF-
TE extended to update TED (but not PPD) and wavelath availability
information of links.

OCC node at the source updates the NMS and the BRGSEd on the
successful or un-successful response from thelgedsilure of the signalling
protocol (in step 7) for lightpath establishmentdahe NMS GUI will be
updated accordingly.

6.2.1.2 Failure Handling Use-Case

The players in the failure use-case remain intadnaoduce in Section 5.2.1.1.
The failure handling use-case can be explainedI|ess:

1)

2)

The optical node detects the failure and commueita failure to the OCC.
CCl is the interface between optical node and gmetocols (e.g SNMP or
XML) can be used for communication between OCC@ptctal node.

OCCs send Alarms to the NPOT module of EPCE. Pleasmte that due to

transparency, many OCC nodes will send the alarmsotthe EPCE and

the failure localization component inside NPOT (loated inside EPCE) is
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responsible to perform the “Root-cause” analysis tdigure out the source
of failure.

3) NPOT utilizes the failure localization component tolocalize the failure
and EPCE updates the gTED and gPPD databases.

4) NPOT module of EPCE requests the source OCCs of tHghtpaths that
should be restored to start the re-routing (i.e., ignaling similar to the
lightpath establishment) and provides the new route for the affected
lightpaths. Also EPCE updates NMS of the failure loation (which will be
presented in NMS GUI).

5) EPCE floods the failure information using OSPF-TE hat will update the
gTED and gPPD databases of OCCs in the network.

6.2.2 Distributed Scheme

The distributed integration scheme is depicted igufe 6-4. The dynamic
lightpath establishment use case will be detaitethe rest of this section. Note that
the players of this use-case are the same ashatbentralized integration scheme.

NMS
F
('—'—‘H
NPOT MM NPOT NPOT
K
\
occ | (Signaling> | |  occ | 1T occ
=t
A b b
— [ — [ —
PPD \CCI/) PPD ¢ ccl 5 PPD ( cel j
it ]
gTED N gTED Y gTED E
Optical node Optical node Optical node

Figure 6-4: Distributed (hybrid) integration scheme

In the distributed integrated scheme the NPOT nwdasildistributed in the
network and is coupled with OCC nodes via NPOT-C&Gmunication protocol.
This protocol is responsible to implement the ratjuesponse interaction between
OCC and NPOT as will be explained in more detailshie use case scenarios. The
network description databases (PPD and TED) in ititsgration scheme are also
distributed. During the network boot process, itassumed that all nodes have a
synchronized picture of the network topology angigital characteristics of network
elements. However during the operation mode, alsbailexplained in the use-case
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scenarios, these databases will be updated properhgflect the changes in the
network.

6.2.2.1 Lightpath Establishment Use-Case

The lightpath establishment use-case for the Higed integration schemes will
take place as follows:

1) The end-user requests a lightpath establishmem &ource to destination
(via User-NMS interaction interface)

2) The NMS contacts the OCC at the source node usiigAinterface.

3) OCC at the source node contacts the NPOT_OnlineWIARmodule and
request for a route (or a pair of routes in casgrotected demand). In the
distributed (hybrid) case, the NPOT provides thatecsince the wavelength
for the lightpath is “assigned” during the signadliphase.

4) NPOT_Online_IARWA computes the lightpath and responls back to
OcCC.

5) If a route is found the OCC at the source node st#& the extended
signalling protocol to establish the lightpath fromsource to destination
and the local PPD database will be updated using &nded RSVP-TE.

6) The QoT value is computed in the destination nodesing the Pot’'s Q-
Tool module and also for all the established lightaths that share the
same links with this lightpath to make sure that tle active lightpaths are
not disrupted due to excessive cross-talk introduce by the current
lightpath.

7) In the dissemination phase the OCCs update the gTEDatabases with
wavelength availability information using OSPF-TE etended to update
TED (but not PPD) and wavelength availability information of links.
OCC utilizes the messaging protocol 1 (indicated &Star 1) to update the
TED database of NPOT.

8) Based on the outcome of the lightpath establishrfteatsource node) updates
the NMS GUI.

The steps in which the NPOT is involved appearailul tetters.

6.3 Performance Evaluation of NPOT

In this section the performance of the DICONET NP®ith respect to the
impairment aware network planning is presented. &kperimental evaluation of
DICONET NPOT for Centralized and Distributed cohfptane integration schemes
is reported in [AAA10].

In the planning mode the performance of the OfflRehyab (as defined in
Chapter 3) is compared with a tool named DIAMONDABOND is a planning tool
that searches for a lightpath between two nodesnetwork by means of a layered
network graph. The path search is iterative andgslaa regenerator or wavelength
converter whenever it is required (due to QoT ovelength continuity constraints,
respectively). The chosen path is the one haviegldlwer cost, which is obtained
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considering the link lengths and the eventual esstociated to intermediary opto-
electronic devices. The path search is a heurisised on the A* algorithm
[MBL *08]. The traffic demands are considered in thevakorder and they are routed
sequentially. A demand is blocked whenever themoigsvailable resource, in terms
or of wavelengths in the fibre either of opto-efenic devices in an intermediate
node. The Q-factor is estimated by a polynomial cfiom (QoT-estimator)
considering the accumulation of the main effectgraeing the signal propagation,
such as ASE, CD and PMD, FC and nonlinearitiesad@lgefer to Chapter 2 for the
definition of these impairments). To consider estion uncertainties associated to an
estimate, a fixed margin is added to the estim@édedctor. DIAMOND utilizes A*
heuristic, considering the resource availabilitydanot accounting for QoT
degradation due to neighbouring lightpaths. FitstWavelength assignment on
available path with lower cost is utilized in thia-RWA engine. In order to
guarantee the feasibility of a candidate lightpdlie QoT-estimator considers the
worst case scenario for all connection, i.e., @ighbour channels are present.
Offline Rahyab (as defined in Chapter 3) finds thgtimum lightpath
considering the degradation due to neighbouringhtpigths. Offline Rahyab
intensively uses the Q-Tool (version 3.33) to eatduthe QoT of the already
established lightpaths in order to admit or repetew demand. This means that Q-
Tool is less pessimistic than the DIAMOND QoT estior and can enable saving of
regenerators. The main advantage of DIAMOND iscibsnputation speed, while
NPOT (and offline Rahyab) requires more time to pata the optimum solution.

6.3.1 Simulation Setup

A Deutsche Telekom’s national network-based toppl@dTNet) is selected
for our simulation studies (see Appendix A). Thistwork has an average node
degree of 3.29 and average link length of 186 khe physical characteristics of the
network, which are considered as inputs to the QFaoe summarized in Table 6-1.
The offered load in the network as the ratio betwise number of lightpath demands
divided by the number of pairs of nodes in the mekw The unit traffic load
corresponds to the demand set where there is péthrequest between each pair of
(distinct) source-destination pair. Three trafbad values (i.e., 0.3, 0.6 and 0.8) were

studied, corresponding here to the establishmeb60110 and 146 lightpaths.
Table 6-1: Physical characteristics of DTNet

Parameter Value
Input power -4 (SSMF), 3 (DCF) dBm
Pre-dispersion compensation -85 ps/nm
Span length 70 km
Dispersion parameter 17 (SSMF), 80 (DCF) ps/nm/km
Attenuation 0.23 (SSMF), 0.4 (DCF) dB/km
PMD 0.1 ps/(km)”
Channel spacing 50 GHz
Amplifier noise figure 6dB
Mean under compensated dispersion |80 ps/nm per span
Q-factor threshold 15.5 dB (BER=10" without FEC)
Line rate 10 Gbps
Number of channels per fiber 16

In Figure 6-5 the Q-factor value (computed by Q{Jad 10 shortest paths
between all possible pairs of the nodes is depidthout considering the impact of
other established lightpaths, there is no lightpaith a length longer than 1500 km
and acceptable QoT. There are short lightpaths @ithalue lower than threshold
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(Region 1) and long lightpaths with acceptable Ques (Region 2). This
demonstrates the benefit of IA-RWA engines, whighable to find long but feasible
lightpaths. Routing engines, such as A*, which oobynsider the shortest paths or

worst case scenario are not able to properly egploe solution space.
Q vs. lightpath length (10—SP)
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Figure 6-5: Benefit of IA-RWA and different solution spaces.

6.3.2 Results

NPOT and DIAMOND served all demands without anyckiog for all loads.
NPOT served all demands without any regeneratocs there was no need to
transform the demand set. However DIAMOND compugedeed for 2 and 6
regenerators for load values 0.6 and 0.8 respdgtivEhis is mainly due to
wavelength contention. Indeed DIAMOND utilizes thiérst-fit wavelength
assignment and due to sequential path search, @&sytél blocking can occur, which
is alleviated by wavelength conversion using opgézteonic regeneration.

The offline Rahyab module of NPOT intensively ineskthe Q-Tool to
evaluate the performance of each candidate lightpatorder to guarantee the
minimum QoT impact of the new lightpath on the eutly established ones.
Therefore the computation time of NPOT is very higimpared to DIAMOND. The
computation time of NPOT for load 0.3 was 9 houhslevDIAMOND computes the
results in 563 ms. The computation time in planrphgse is not critical. Besides the
acceleration of QoT estimation process (i.e., FPX&&elerated Q-Tool) will resolve
this issue.

The cumulative distribution function of the lightpdength for different loads
is depicted in Figure 6-6. The distribution of thghtpaths length is presented in
Figure 6-7 for all 3 demand sets combined. It carobserved that diverse routing
engine of NPOT could find longer feasible lightmatompared to DIAMOND. The
average length of the lightpaths in DIAMOND is 4&® and 572 km for NPOT.
Almost all computed lightpaths by DIAMOND have adgh lower than 900 km.
NPOT only considers the active lightpaths in otdesidmit or reject a demand, while
DIAMOND considers a worst cast scenario, in whilhhaighbouring lightpaths are
active. As argued in Figure 6-5 NPOT can find larnfgasible lightpaths compared to
DIAMOND.
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Figure 6-6: CDF of lightpath length for different values of loads.
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Figure 6-7: Distribution of lightpaths length.

Figure 6-8 presents the distribution of wavelenggage by DIAMOND and
NPOT for a particular demand set (i.e., Load=0Rahyab utilizes an adaptive
wavelength assignment approach, in which the waggtheof the candidate lightpath
is selected in a way that it introduces the minimumpact on the currently
established lightpaths. The A* engine of DIAMONDOIdovs the first fit wavelength
assignment on available path with fewer regeneratiost. The offline Rahyab
wavelength usage pattern is adaptive along theadblaichannels per links depending
on network state and some channels are not assigrat lightpath. It was observed
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that for the given demand sets on average the Xlsthannels on the links were
sufficient for both planning tools to serve 80%lué demands.
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Figure 6-8: Frequency of channel usage (Load=0.3).

NPOT and DIAMOND rely on different QoT estimatohs.order to evaluate
the quality of the solutions of these tools, theRWA solution of each tool for each
demand set is fed to the NPOT’s Q-Tool (Q-Tool #83). The average Q value of
DIAMOND'’s solutions is 4% better than NPOT (Figued). The average Q-factor
of DIAMOND'’s solution (over three demand sets) &dB. This is mainly due to the

fact that DIAMOND routing module selects shortesths in general to admit or
reject a demand.
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Figure 6-9: Distribution of Q values for IA-RWA solutions of DIAMOND and NPOT.
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6.4 Chapter Summary

In this chapter the design and development of DIEONNPOT was
presented. The key innovation of DICONET is the edlegment of a network
planning and operation tool (NPOT) residing in tbere network nodes that
incorporates real-time assessments of optical |lgyenformance into IA-RWA
algorithms and is integrated into a unified contptdne. The modular design of
NPOT paved the way to include offline Rahyab asI&&WA planning module of
NPOT.

In the planning mode, the NPOT includes three mgjdblocks, with direct
interface to the network management system anatwrark designer/architect. These
three modules are: 1) Offline IA-RWA (offline Ratlyas presented in Chapter 3), 2)
Regenerator placement module, and 3) Optical Morffacement module. The
offline IA-RWA, receives a demand set (traffic m&trand finds the proper
lightpaths (routes and available wavelengths) fachedemand. The regenerator
placement module computes the optimum locationsl (@mmber of regeneration
ports) for the cases that the QoT of the certghtpaths cannot be met in all-optical
(full transparency) mode.

In order to properly address the failure locali@atin transparent network, the
optical monitor placement module, determines thawvoek links that should be
equipped with optical impairment/performance mamsitd hese monitors provide the
required information for failure localization algwm, which is utilized in NPOT
operation mode.

The description of the network (both physical lagpecification and the
network topology are fed to the NPOT in the fornpbf/sical parameter database and
traffic engineering database (i.e., PPD and TED}hé planning the computation for
lightpaths considers the impact of physical laympairments and computes the
lightpaths in a way that the required quality a@ngmission (QoT) is guaranteed to be
above a required threshold.

The operation mode of NPOT can be further dividethe 1) centralized and
2) distributed (hybrid) control plane integratiacheme. In the centralized scheme the
NPOT is interfaced to a path computation eleme@ER which plays the role of a
centralized entity for path computation. In thigegration scheme the functionality of
the PCE is extended by the features and functiteslof the NPOT. The actual path
computation is performed by NPOT Online IA-RWA emgiand besides the failure
localization module of the NPOT detects the locabbthe failures. In the distributed
integration scheme the extended signalling protgcel, RSVP-TE) and NPOT'’s
diverse routing engine (online IA-RWA) are functabrunits for the operation of the
NPOT in this mode. In addition to these componethie are other building blocks
like network description repositories, interfacingrotocols (i.e., TCP based
messaging protocols) and repository generatorstiaaghysical layer performance
evaluator (i.e., Q-Tool).

In this chapter the result of performance evatmatf NOPT and a similar
tool (i.e., DIAMOND) was presented. NPOT managed fitud longer feasible
lightpaths compared with DIAMOND. The offline Rallyavavelength assignment
engine usage pattern is adaptive along the availeiinnels per links depending on
network state and some channels are not assigneshytdightpath. It was also
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observed that for the given demand sets on avehaggrst 10 channels on the links
were sufficient for both planning tools to servé/80f the demands. The average Q
value of DIAMOND'’s solutions is 4% better than NPOIllhe average Q-factor of
DIAMOND'’s solution (over three demand sets) is 2B dhis is mainly due to the
fact that DIAMOND routing module selects shortesths in general to admit or
reject a demand.
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7. Conclusions and Future Vérks

Routing and Wavelength Assignment is the core cerapbin planning and
operation of optical networks. Considering the ptgislayer impairments in the
RWA decisions adds a new dimension to this probleleuristics, meta-heuristics
and optimization techniques are proposed as algoiit approaches to solve IA-
RWA problems. The general approach to address ARRWA problem can be
divided in two main categories. The first trendizéis traditional RWA algorithms
and after selecting the lightpath the physical tansts are verified. The second
approach is to use some metrics, which are retatéte PLI constraints as cost of the
links in order to compute the shortest path(s). pimgsical impairments and IA-RWA
algorithms can be incorporated in control planesngisvarious integration
approaches.

There are quite few proposals that address thikerese and protection issues
in the IA-RWA algorithms. In addition to simulati@tudies, experimental and some
analytical models are available to evaluate thefopmiance of the proposed
algorithms. None of the surveyed works considess ittaccuracy of the physical
impairment information (analytically computed or asared) into their IA-RWA
algorithms. The proposed adaptive IA-RWA algorithsitaply change their decisions
assuming that the physical information are compjetecurate.

As light propagates through a lightpath in the ¢pavent optical networks,
physical layer impairments accumulate on the traitsd signal. Therefore, it is
possible to provision a lightpath, while its qualdf transmission (QoT) does not
meet the required threshold. One of the key bugjiditocks in an impairment aware
planning and operation methodology for optical reks planning and design is a
QoT estimator, which is typically a combination tifeoretical models and/or
interpolations of measurements, usually perfornféche, but also possibly online. A
practical QoT estimator should be fast to ensua¢ lightpaths can be established in
real time of course with proper accuracy. Phydegr impairments can be classified
into linear (i.e., attenuation, CD, PMD, FX, cra@dkf ASE noise, insertion loss, and
PDL) and nonlinear (i.e., SPM, XPM, FWM, SBS, SR¥gcts. Analytical models
(e.g., Q-Factor) or a hybrid approach consideringahical, simulation and
experiments are proposed for modelling the physimoglirments and incorporating
their impacts in RWA algorithms. In addition to tbetailed description of physical
layer impairments, findings regarding the physlegker impairments models that are
reported in the state-of-the-art literature wesm gresented.

Our novel algorithm for impairment aware networlampiing (Offline Rahyab)
along with its performance compared with impairmenaware and two impairment
aware algorithms from literature were presneted.mfentioned in the introduction,
the RWA problem is usually considered fewer thao @&iternative traffic models.
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When the set of connection requests is known iraack, the problem is referred to
as network planning (ooffline or static RWA), while when the connections arrive
randomly and are served on a one-by-one basisrtidem is referred to as network
operation ¢nline or dynamic RWA). The offline Rahyab algorithm solves the ioi#l
traffic problem in a sequential manner. Initialiy,orders the connection requests
according to some appropriate criterion and thewesethe connections on a one-by-
one basis. The demands are served in a way thaitmjihact of establishing each
demand (lightpath establishment) on the currenfifaldished lightpaths will be
minimized.

Offline Rahyab demonstrated good wavelength utibra and blocking
performance when the number of wavelengths is didjihowever, as the traffic load
increases its ability to find zero blocking solutis not that good, due to the fact that
it does not optimize the lightpaths for all conmaas$ jointly, but on a one-by-one
basis. An advantage of this heuristic is that it peovide different protection levels
to the connection requests.

The offine RWA problem is particularly interestirfigpm a network designing
perspective, since a good designed RWA algorithmagaimize the resources (e.g.,
minimize the number of wavelengths used to estalih® requested connections),
and also leave room for serving future connectidri®e incorporation of physical
impairments in an offline routing algorithms persnitross-layer optimization,
improving the signal quality of the lightpaths (avtightpath interference), leading to
lower physical-layer blocking probability, and alslbowing future connections to be
established with higher probability because theaaly established lightpaths have an
optimal or near optimal signal quality.

Offline algorithms are usually time-consuming, sintie RWA problem (even
without physical impairments or even if routing amavelength assignment processes
are considered separately) has been shown to b€axiplete. Although it is not
necessary for offline algorithms to have low rumnitimes, as it is for online
algorithms, large scale experiments can be intoéetdrinally, the performance of
offline Rahyab were demonstrated, as an engine for re-routingléineands due to the
failure in the network.

Online IA-RWA algorithm (i.e., Online Rahyab) weadso presneted. This
algorithm utilizes a multi-constraint framework. e Rahyab utilizes an MCP
framework based on a single mixed metric for conmgué couple of candidate paths
between source and destination nodes, for a dyndemtand. This strategy could be
based on the well-known Dijkstra shortest path rlgon. Furthermore, this MCP
engine for diverse routing (e.g., the Bhandari atgm) for protection purposes (e.g.,
1+1) or generic k-shortest path algorithms canXptogted.

The performance of four different online IA-RWA alghms were compared:
Sigma-Bound, Multi-Parametric, online Rahyab andSF3Q, under common
scenarios, QoT estimator and network topology.tRerSigma-Bound algorithm the
Most Used Wavelength (MUW) with re-routing and Mixed optimization functions
(Mxed) were used, while for the Multi-Parametri@ tminTP optimization function
was utilized. The online Rahyab algorithm has adgbtocking rate performance;
however its execution time is very large. The m@ason for this behaviour is that
the Rahyab algorithm uses the Q-Tool at its inteliate steps to select among the set
of ‘useable’ (candidate) lightpaths, the one timtoduces the minimum impact on
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the currently established lightpaths. The perforoeanf online Rahyab algorithm can
be considerably improved by accelerating the perémce of the Q-Tool (e.g., using
FPGA hardware acceleration).

A variation of online IA-RWA algorithm was presedt¢hat considers the
availability of the OIM/OPM monitors in the networwithin the routing and
wavelength assignment process. Indeed, a fundamespect for an IA-RWA
strategy in order to be actually implemented is ilize Optical
Impairment/Performance Monitoring (OIM/OPM) for éwation of signal quality. In
addition to the exploitation of monitoring infornat in IARWA engines, it is also
useful to incorporate the availability of OIM/OPMomitors in QoT estimations (e.g.,
Q-Tool). It was shown that for a system with 10 rohels per fibre, 40% more
lightpaths can be accommodated if high confidencthé Q estimations is available
compared with the case where high accuracy is wailable. The performance of
proposed algorithm were compared with two otheordigms that were selected from
state-of-the-art IA-RWA algorithms. The simulaticesults indicates that utilizing the
optical monitors in the network can improve the fpenance of the IA-RWA
algorithms by roughly more than 50% for high traffoad or limited number of
channels. The admissible load for a given blockiig is 11% higher than the one
which is allocated by an algorithm that does natsider the OIM/OPM deployment
in the network. It was demonstrated that due to ithportant impact of QoT
estimator inaccuracies on network dimensioninggher terms of blocking rate),
RWA algorithms need to incorporate those inaccesadn order to appropriately
reflect the actual behaviour of monitored transpaoptical networks.

Finally, the design and development of DICONET NP@As presented. The
key innovation of DICONET is the development ofeawork planning and operation
tool (NPOT) residing in the core network nodes thatorporates real-time
assessments of optical layer performance into IAR&Gorithms and is integrated
into a unified control plane. The modular designfN&fOT paved the way to include
offline Rahyab as the IA-RWA planning module of NPO

In the planning mode, the NPOT includes three Imgidlocks, with direct
interface to the network management system anatwrark designer/architect. These
three modules are: 1) Offline IA-RWA (offline Ralyas presented in Chapter 4), 2)
Regenerator placement module, and 3) Optical Moriflacement module. The
offine IA-RWA, receives a demand set (traffic matrand finds the proper
lightpaths (routes and available wavelengths) fachedemand. The regenerator
placement module computes the optimum locationsl (@mmber of regeneration
ports) for the cases that the QoT of the certghtpaths cannot be met in all-optical
(full transparency) mode.

In order to properly address the failure locali@atin transparent network, the
optical monitor placement module, determines thawvoek links that should be
equipped with optical impairment/performance masitd hese monitors provide the
required information for failure localization algwm, which is utilized in NPOT
operation mode.

The operation mode of NPOT can be further dividethe 1) centralized and

2) distributed (hybrid) control plane integratiazheme. In the centralized scheme the
NPOT is interfaced to a path computation eleme@ER which plays the role of a
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centralized entity for path computation. In thisegration scheme the functionality of
the PCE is extended by the features and functiveslof the NPOT. The actual path
computation is performed by NPOT Online IA-RWA emgiand besides the failure
localization module of the NPOT detects the locatibthe failures. In the distributed
integration scheme the extended signalling protdcel, RSVP-TE) and NPOT’s
diverse routing engine (online IA-RWA) are funct@mnits for the operation of the
NPOT in this mode. In addition to these componehise are other building blocks
like network description repositories, interfacingrotocols (i.e., TCP based
messaging protocols) and repository generatorstlamghysical layer performance
evaluator (i.e., Q-Tool).

The result of performance evaluation of NOPT andirmailar tool (i.e.,
DIAMOND) were also presneted.NPOT managed to fioiiger feasible lightpaths
compared with DIAMOND. The offline Rahyab wavelemgissignment engine usage
pattern is adaptive along the available channeldiplkes depending on network state
and some channels are not assigned to any lightpaththe given demand sets on
average the first 10 channels on the links werécserfit for both planning tools to
serve 80% of the demands. The average Q value AMDND’s solutions is 4%
better than NPOT. The average Q-factor of DIAMONDslution (over three
demand sets) is 28 dB. This is mainly due to tleetfaat DIAMOND routing module
selects shortest paths in general to admit ortrajedemand.

The following issues are identified that could bier@ssed in future works:

* As indicated in Chapter 2, there are few workshia state-of-the-art
surveyed papers that consider the advanced maolul&tirmats and
Raman amplifiers in their studies. Also higher bites and the
challenges that they will introduce are areas thejuire more
research. The combination of different data rated enodulation
formats introduce new challenges towards plannimdy @peration of
optical networks. Considering the impact of noveldulation formats
on planning and operation decisions is an intergsipic for further
investigation.

* The contributed algorithm for planning mode does$ cansider the
regeneration and regenerator usage. One of theefutarks could be
the consideration of 3R regenerations for transitioe optical-bypass
networks.

* The contributed MCP framework can be utilized inlearto include
energy consumption of the links and components han links and
nodes in order to add energy awareness to the IARWorithm.
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Appendix A: Network Topologies
A.1 DTNet

Many of the performance evaluation studies andlamstudies are performed
using the Deutsche Telekom’s National Network (Di)Nes depicted in Figure A.1.
This network has 14 nodes and 23 bidirectionaldjnkith an average node degree of
3.29.

Leipzig

Frankfurt

Minchen

Figure A.1: Topology of DTNet.

Node IDs, Node names and short name for nodesesemted in Table A.1.

-125-



Appendix A: Network Topologies

Table A.1: Node ID and Node name of DTNet

The demand set (Traffic matrix) of DTNet is presehin Table A.2.

> Name Short
o
s Name
o

1 Berlin B

2 Bremen HB

3 Dortmund Do

4 Disseldorf D

5 Essen E

6 Frankfurt/Main F

7 Hamburg HH

8 Hannover H

9 Koln K

10 | Leipzig L

11 | Mldnchen M

12 | Nuurenburg N

13 | Stuttgart S

14 | Ulm U

Table A.2: Demand set of DTNet

ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 0.00 8.98 12.35 | 13.64 9.74 32.70 | 19.34 | 21.04 | 1459 | 33.68 | 1540 | 1232 | 23.74 | 11.07
2 8.98 0.00 5.76 6.23 451 14.19 9.92 10.56 6.59 12.59 6.43 5.13 10.15 4.69
3 12.35 5.76 0.00 12.27 | 1090 | 21.94 | 11.38 | 13.34 | 12.17 | 17.73 9.33 7.50 15.10 6.88
4 13.64 6.23 12.27 0.00 1252 | 2458 | 12.48 | 1431 | 18.02 | 19.54 | 10.42 8.33 16.96 7.68
5 9.74 451 10.90 | 12.52 0.00 17.29 8.95 10.25 | 10.46 | 13.96 7.39 5.92 11.98 5.45
6 32.70 | 14.19 | 21.94 | 2458 | 17.29 0.00 28.99 | 33.09 | 27.13 | 47.75 | 26.20 | 21.64 | 27.56 | 19.88
7 19.34 9.92 11.38 | 12.48 8.95 28.99 0.00 20.87 | 13.26 | 26.42 | 13.30 | 10.60 | 20.84 9.65
8 21.04 | 1056 | 13.34 | 14.31 | 10.25 | 33.09 | 20.87 0.00 15.16 | 30.04 | 14.81 | 11.94 | 23.42 | 10.79
9 14.59 6.59 12.17 | 18.02 | 10.46 | 27.13 | 13.26 | 15.16 0.00 20.96 | 11.22 8.99 18.44 8.30
10 33.68 | 1259 | 17.73 | 19.54 | 13.96 | 47.75 | 26.42 | 30.04 | 20.96 0.00 22.38 | 18.38 | 34.50 | 16.09
11 15.40 6.43 9.33 10.42 7.39 26.20 | 13.30 | 14.81 | 11.22 | 22.38 0.00 10.82 | 20.38 | 10.49
12 12.32 5.13 7.50 8.33 5.92 21.64 | 10.60 | 11.94 8.99 18.38 | 10.82 0.00 16.32 7.82
13 23.74 | 10.15 | 15.10 | 16.96 | 11.98 | 27.56 | 20.84 | 23.42 | 18.44 | 3450 | 20.38 | 16.32 0.00 17.52
14 11.07 4.69 6.88 7.68 5.45 19.88 9.65 10.79 8.30 16.09 | 10.49 7.82 17.52 0.00

Other characteristics of this network are also sanwad in Table A.3. Please
note that in Table A.3 all-pair shortest path (eall-pair Dijkstra) is computed for
deriving the path statistics and the metric forresi is the total length of the path
(expressed in km).
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Table A.3: DTNet characteristics

Number of Nodes: 14

Number of links: 23
Node degree: 3.29 (min. 2, Max. 6)
Link length (km): 186 km (min. 37, Max:353 km)

Span length (km): 25 km (Long Aggr.), (min.:0.21ak65)
97 km (Short Aggr.), (min: 37, Max.:149)

Number of Spans: 7.5 (Long Aggr.), (min: 1, Max:17)
1.87 (Short Aggr.), (min: 1, Max: 3)

Path length (km): 410 km (min.:37, Max.:874)

Hop count: 2.35 (min:1, Max:5)

The demand matrix for 2009 is forecasted (projecéed calculated based on
the population density, considering the populagoowth. The overall traffic demand
is summed to 2.8 Thit/s. This demand matrix wasnshm Table A.2. In this table
the ID are the corresponding assigned number tb eade name and can simply
mapped to the actual node names using Table A.1.

In Figure A.2, the distributions of the link lengtare depicted. This
distribution is shown both in terms of frequencytbé link lengths (km) in the
network topology and also in term of percentagerdvthan 20% of the links (5 links)
are in the range of 150 to 200 km in this netw@kly three links are less than 50
Km long in length and furthermore there is no kmikh a length more than 400 km.

DTAG/T-Systems National Network - Link Length Distr  ibution

T 20

=
a

Frequency
w
Precent (%)

=
S}

<50 50-100 100-150 150-200 200-250 250-300 300-350 350-500 >400
Link length (km)

Figure A.2: Distribution of link length in DTNet.

In Figure A.3 the cumulative distribution of thenKi length are shown.
According to this graph more than 80% of the linkaye lengths less than 300 km in
this network. The next graph (Figure A.4) presaisie statistics for the path length
in this network. In order to compute this statistian all-pair shortest path algorithm
was utilized. The distribution is reported bothtle form of frequency, percentage
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and also in the form of CDF. These characteristies depicted in Figure A.2 and
Figure A.3 respectively.

DTAG/T-Systems National Network - Link Length CDF
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100
80
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w 60
o
o
40
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Figure A.3: Link length CDF.
DTAG/T-Systems National Network - Path Length Distr  ibution
20 25
18
16 20

14 /
15

12
Iy
c
S 10 8
g
[T

8 10

P I R

4 5

<50 50-100 100-200  200-300  300-400  400-500 500-600  600-700 700-800  800-900 900-1000
Path Length (Km)

Figure A.4: Shortest path length distribution in DTNet.
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DTAGI/T-Systems National Network - Path Length CDF
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Figure A.5: Shortest path length CDF.
From these two graphs useful information can beaeted about the actual
distances between all pairs in the network ancd8t. possible path, more than 60%

of them (i.e., approximately 55 path) are less t6@@ km in length. Furthermore all
possible shortest paths are less than 900km im#étvgork topology.

DTAG/T-Systems National Network - Hop Count Distrib  ution
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Figure A.6: Distribution of hop counts (for shorteg paths) in DTNet.
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CDF (%)

DTAG/T-Systems National Network - Hop Count CDF
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Figure A.7: CDF of Hop counts in DTNet.
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A.2 European Optical Network Topology
The European Optical Network (EON) topology is dégul in Figure A.8.

Figure A.8: EON network topology.

Demand set (Traffic matrix) expressed in Gbps (upgpangle) and the link
lengths in Km (lower triangle) of EON network argremarized in Table A.4.

Table A.4: Demand set and link lengths of EON nekwo

1 1p 13 14 5 16 17

0 85 85 8% 2587.0(85] 85

_ 1] 85| 85| 85 25534.0/ 85| 85
2 8p 85 85 85 5 BS5 85
3 85| 34017.0/51.0|85.0] 85| 85
4 8.5 | 34.0] 51.0{93.5| 68.0] 17.0{ 17.0
5 85 85 8% 8p 85 85 85
6 85 8% 8p 85 85 §5 85
7 85| 25,5 85| 51.0/25.5| 85| 8.5
8 85/ 85 85 8% 8p 85 85
9 8.5 17.0 85 | 25.5[42.5| 85| 8.5
10 85| 85| 85 85 835 8% 85
11 8.5
12
13 -
14 488.71
15 - [ 380
16 | 320 -
17 -
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A.3 Internet 2 Network Topology

The Internet-2 network topology is depicted in Fegi.9.

Figure A.9: Internet 2 Network topology.

The distribution of link length for EON and Intetrz networks are depicted
in Figure A.10.

900 300 500 700 900 110013001500 17001900 2100
Lightpath Length (Km)
’ I nternet 2| EON’

Figure A.10: Link length distribution of EON and Internet 2.

Demand set (Traffic matrix) expressed in Gbps (upgpangle) and the link
lengths in Km (lower triangle) of Internet 2 netw@re summarized in Table A.5.
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Table A.5: Demand set and link lengths in Internet2
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