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Abstract. The main issue to solve for ATM multicast forwarding is the cdl-
interleaving problem using AALS. In strategies using a multiplexing 1D, there
are two main options: to assgn an ID per source or per PDU. This paper argues
for the convenience of using PDU ID becaise it alows the share of IDs
between all the senders, thus reducing the ID consumption and management
complexity. Compound VC (CVC) goes a step beyond in proposing a variable-
length ID to adapt to the group size and to reduce the overheal introduced by
the multiplexing ID. The size of this ID is negctiated at connedion
establishment acording to the traffic and group charaderistics. This paper
provides sme hints towards obtaining some dimensioning rules for the number
of IDs based onits dependencies on traffic and group parameters.

1 Introduction

When deding with ATM multicast forwarding, though ATM is cdl-based, one
expeds the information in higher layers to be generated as padkets. AALS5 seems to
have been widely accepted and used for transmitting most data aad multimedia
communicaions over ATM. But AALS has no fields in its SAR-PDU allowing the
multiplexing of cdls belongng to dfferent CPCS-PDUs. Therefore, the cdl-
interleaszing problem must be solved in order to allow the recavers to reasssemble the
original packet when merging occurs.

One way to offer multicasting over ATM is |P multicasting over ATM [1], though
it doesn't fully exploit ATM posshilities. A more dficient option is to provide
multicasting medhanisms at the ATM level, that is, Native ATM Multicasting
mechanisms. This term refers to those mechanisms implemented at the switches to
allow the corred ATM level forwarding of the information being interchanged by the
members of agroup. Thereisno AAL5 CPCS-PDU reassembly inside the network.

A clasdfication d these mechanisms can be found in [2], though it is dightly
modified in [3] acording to ou conception of the mechanisms and to introduce our
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proposal. Thus, table 1 presents the dassficaion as we think it shoud be with some
more new mechanisms than in [2].

Tedhniques belonging to the first type solve the cdl-interleaving problem by
avoiding cdls from different padkets to be interleaved. VC Merging techniques ([4],
[5]) ressemble dl the cdls of each PDU in separate buffers and forward them
withou mixing cdls of different buffers (or PDUs). SMART [6] uses a token passng
scheme to allow just one sender to put data in the multicast tree a any instant. In the
seoond type , the VPI identifies the conredion and the VCI is used as the
multi plexing ID (identifying the source[7] or the PDU[8]). Compound VC switching
[3] aso uses multiplexing 1Ds per padket, but it alows the negatiation of its length
(see Sedion 3. And the last type dlows multiplexing inside the same VC either by
adding owrhea in the transmitted data ([9],[10]) or by using the GFC field in the
header of the ATM cdl [11].

Table 1. Clasdfication of Native ATM M ulti casting mechanisms

; Compound . .
.Av0|d CQII- VP switching VC Allqw Mulnplexmg
interleaving switching insideaVC
VC
; Token | Source  Padket Added
(é\/llj ?{grlinn%) control ID ID overhead GFC
Standard
VP
SEAM switching SPAM Subchannel
VC Merge SMART DIDA cvC (WUGS)
(MPLS) VP-VC CRAM
switching

Those strategies using multiplexing 1Ds may be clasdfied in two main groups:
Source |Ds and Padket Data Unit (PDU) IDs. In strategies using Source ID, the ID is
related to the sourcethat transmitted the padket. On the other hand, PDU ID strategies
assgn an ID (independent of the source) to ead padket. The next sedion explains
both philosophiesin further detail .

This paper argues for the mnvenience of using PDU IDs instead of Source IDs for
multi plexing, due to the dficiency in terms of 1D consumption. The advantages of
variable-length PDU IDs and the flexibility they allow in group size by providing
minimum overhead are dso discussed. The next step isto determine the corred size
of the PDU ID acording to the traffic charaderistics and the group size. For that
purpose, we caried ou some simulations. Thus, the goal of this paper is to find a
methoddogy to study the dependence on traffic and group characderistics of the PDU
losses due to running out of identifiers at a given switch.

A discusson onSource ID and PDU ID advantages and drawbadks is presented in
the next sedion. Following that, there is a brief description of the Compound VC
mechanism, as it is the mecdhanism for which cdculating the size of the PDU ID
makes ense. Determining the size of the ID is the isaue of the following sedion.



Sedion 5 discusss the results of our simulations. Finally, conclusions and future
work are presented in the last sedion.

2 SourcelDand PDU ID

The dasdficaion presented in table 1 is based on the way each strategy employs to
solve the cdl-interleaving problem. Except for the mechanisms labeled as ‘Avoid
Cell-Interleaving’, which use buffers or a token, al the rest use some kind o
multiplexing ID (muxID) to ded with this problem. The purpose of the muxID is to
identify ead particular cdl so asto make the end-system able to corredly resssemble
all the PDUsit receaves.

Multiplexing IDs allow cdls belongng to dfferent PDUs to be interleared, and
thus the traffic charaderistics of al the sources in the group are respeded, making
these strategies suitable for multimedia communicdions. However, in VC merging
strategies, the buffer requirements and the increase in CDV and bustiness due to
buffering limits its applicaion to multimedia communicaions. The conredion
management complexity of SMART may also limit its application to multimedia
communicaions. Therefore, time-constrained traffic may be more suitably served by
allowing multiplexing of cdls belonging to different PDUs. The price paid by muxID
strategies is the extra overhead to cary the 1D, which adds to the intrinsic ATM
overhead.

In Source ID mechanisms, the ID is related to the source that transmitted the
padket. Therefore, there is a binding ketween the source and the ID at each switch.
This binding must be unique & each switch so as to avoid ID collision at merge
points. The ID collision problem may be solved either by globally assgning IDs for
the group or by locdly remapping the IDs at eat switch [7]. The management
required in the former option may limit its sdability. On the other hand, locd
remapping maintains alist of free IDs at eat switch, where alocd mapping of IDsis
caried ou.

Source ID mechanisms usually overdimension the size of the ID so as to solve the
worst case in which there could be alot of senders (usually up to 2° or 2'). However,
not al groups will have such a huge number of senders, and most overhead will be
unused, eg. inthelocd area

PDU ID strategies assign an ID to ead padket, and this assgnment is independent
of the source this padket came from. A new incoming PDU to the switch is assgned
an ID from a poal of freelDs. Thus, packets coming from al the sourcesin the group
share the identifiers. In this way, ID consumption is snaler than with Source ID.
However, the solutions proposed up to now also use fixed size identifiers except in
one ca&e, Compound VC [3]. DIDA uses a 16-bit field, which is aso
overdimensioned, even more than in the Source ID case, becaise these 1Ds are shared
by al the senders. GFC, on the other hand, uses snall IDs (the 4 hits of the GFC
field), which may be insufficient for bigger groups. In this case, more than ore such
GFC-conredion shoud be used and the group management is then increased.

The exception comes from Compound VC (CVC), which alows flexible ID size
negatiation at connedion establi shment so as to adapt to the ID consumption required
by eat group. In this way, the overhead is minimized for two reasons. the PDU ID



philosophy and the ID size negotiation. The next sedion triefly explains how CVC
works.

3 Compound VC (CVC)

The main goal of the CVC medhanism [3] is to solve some of the problems of the
mechanisms that have been commented above, namely buffer requirements, alteration
of traffic charaderistics, overhead, and flexibility.

Like in DIDA, there is a multiplexing ID per PDU that is caried by eat cdl
belongng to that padket. CVC is based onlocd remapping of multiplexing IDs at the
switches. Thus, no dobal ID assgnment mechanism is neaded, which would limit its
potential deployment in wider environments than the locd area

VP switching techniques use the VPI to identify the group. This limits sdability
due to VPI exhaustion, and also the exclusive use of the VPI by the operator. The
solution CVC proposes is to trea a group of VCs as a whaoe when switching cdls.
The number of VCsin this group could be apower of 2 between one and 2. Thus, by
providing this flexibility, scdability is increased. But scdability must not limit the
potential application d a mechanism to multimedia, which is growing in importance
Multimedia traffic imposes gringent QoS constraints that make mechanisms that
interleave cdls more suitable due to traffic and group interadion constraints.

In CVC, the size of the PDU ID is negotiated at connedion establishment
depending on the group and traffic charaderistics. The number of bits used as
multiplexing ID may be determined by means of a mask. As far as the architedure is
concerned, CVC requires adynamic updating d the tables at the switch ead time the
first cdl of anew PDU arrives and ead time the last cdl of aPDU arrives. Therefore,
a new column in the switching table is required to consider a mask, but table sizeis
not globaly incressed as there is just one entry for the whaoe group. The mask
determines the portion d the VCI that will i dentify the group d VCs and the portion
that will contain the multiplexing 1Ds (seefig. 1). CVC masks allow alot of smaller
groups with dverse sizes where there was just one group connedioninside aVPI.

VC
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Fig. 1. VCI field in Compound VC

4  Determining the Number of Identifiers

Thetwo preceding sedions srved to argue for the convenience of having PDU IDs of
variable length to solve the cdl-interleaving problem. CVC alows sich phlosophy.
Therefore, one of the main problems to solve for CVC is the dimensioning d such
variable-length ID.

The dimension d the PDU ID at a given switch through which a CVC conredion
pases $ioud be chosen according to the traffic charaderistics and the group size



The dcharaderistics of the aggregated traffic observed by a switch are related with the
traffic charaderistics of ead particular sender, that is why in this paper we try to
determine the dependence of the required number of IDs as a function of the
parameters of one source This makes nse becaise we will study a homogeneous
environment, i.e. al the senders transmit traffic with the same daraderistics. The
traffic parameters considered in thisinitial study are the PCR, the mean traffic and the
length of the PDU.

With resped to group charaderistics we seethat passve members of the group, i.e.
hosts that only ad as recevers, do not have any effed on this traffic. As a
consequence, the group size is charaderized by the number of senders (N) in the
group, when the purpose isto dmensionthe ID.

The goal of this paper is to find a methodology to study the dependence on traffic
and goup charaderistics of the PDU losses produced dueto running out of identifiers
at a given switch. The procedure we will follow will start by cdculating the histogram
representing the frequency of the number of dlots in which a given number of
simultaneous PDUs is being transmitted through a given output port, i.e. the discrete
probability density function d the number of simultaneous PDUs. Next, a graph for
the PDU lossprobability due to running ou of identifiers is cdculated, i.e. the graph
will represent the probability of lossof an arriving PDU as a function of the number
of IDs (nID) used. This graph is obtained from the previous one by adding from niD
up to N-1 simultaneous PDUs. This sum is caried out for nID values from 0 to N.
The probability that a PDU passes through a switch as a function of nID may also be
obtained from the initial graph. In this case, we ald the values ranging from O to niD-
1 simultaneous PDUs.

As one of the goals of the paper isto oltain avalue for nID as a function o traffic
and goup charaderistics, our study will focus on the PDU lossprobability graph. The
idea is to find some dimensioning rules that relate such probability with the
parameters being considered. Such rules would allow dimensioning the PDU ID at
CV C conredion establishment given a PDU lossprobability acceptable for the user.

An analyticd expresson for finding the probability that a burst of the GFC
mechanism islost is presented in [11].

This equation depends on the number of sources (n), the number of subchannels
(h), the average of busy sources (m), and p is the probability that any given sourceis
transmitting a burst (p=m/n). When applied to CVC, aburst is taken to be a PDU.

However, parameter m is too generic to be useful at connedion establishment
when trying to determine the number of reguired IDs. Other more eaily obtained
parameters, which could be diredly related to the source, should be used for this
purpose.

5 Simulation Environment

The simulated scenario consists of some bursty sources ®nding traffic to the same
output port of a switch. They are charaderized by their average cdl rate (R), their
pek cdl rate (P), and the number of cdls per burst (B). The sources are



homogeneous, i.e. they are dl modeled by means of the same statistics with the same
parameters. A MMDP (Markov Modulated Deterministic Procesg with ore adive
state and ore silence state is used to model each source, which is a particular case of
ON-OFF source (figure 2). For this model, the sojourn time & both states follows a
geometric distribution. In the OFF state, the source does nat send any cdls. In the ON
state, it sends cdls at its peek cdl rate (P).

p .
1-p OFF ), <@Q Iq

q
Fig. 2. ON-OFF source model

From the analysis of this Markov chain we may obtain that the probabiliti es of
being at the ON and OFF states are:

Pon= p+q Porr= pHq )
and the transition probabiliti es are related to the source parameters as foll ows [12]:
_ 1 1
P~ BbY) 9= )

where b=P/R is the burstinessof the source

Each source sends just one PDU at any given time. In our simulator, the output
gueue is modeled as a counter of the number of simultaneous PDUs for ead slot.
During all the simulations, the number of sources is varied depending on the mean
traffic introduced to the switch so as to asaure that the losses only occur due to
running out of identifiers and not due to overload. This assumption is posdble if we
consider that there is enough buffer space & the switch to absorb the burstinessdue to
the aygregation of sources. The simulated timeis 10” ps.

The reference source is charaderized by the following perameters. At pegk cell
rate (PCR), the sourcetransmits one cdl out of fifteen, i.e. for an STM-1 link the PCR
is 10 Mbps. The mean traffic introduced by each sourceis 0.5 Mbps. The number of
sources ranges from 100 to 300 to study the behavior of the mecdhanism for mid and
high loads without reading instability. PDUs are cmposed of an average of 5 cdls
and the sojourn time & ON state foll ows a geometric distribution. The OFF state dso
follows a geometric distribution with a mean of 1425 cdls, which was chaosen to
obtain an average of 0.5Mbps per source. Any variation with resped to these
parameters will be noted when presenting the results.

6 Results

The distribution o the number of simultaneous PDUs for a given reference scenario is
presented in figure 3. Logarithmic scade has been chosen for both axis to provide a
further detail for the range of values of interest, i.e. between 16 (4 hits) and 128 (7
bits) identifiers. We focus on these values because few bits in the ID provide low
losses due to running out of ID (seed). Statisticdly nonsignificant values have been
removed from the figure.
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Fig. 3. Distribution of the number of simultaneous PDUs at the output port of a switch where
merging accurs. The reference scenario is average=0.5Mbps per source 5 cdls per PDU, and
PCR=150Mbps. Each curve crresponds to a diff erent number of sources (N).

Figure 4 represents the probability that an arriving PDU does not find a freelD at
the switch. Each curve crresponds to a different number of sources, and thus,
different average loads at the switch, ranging from 50 Mbps for N=100to 150Mbps
for N=300. Only vaues that presented small 95% confidence intervals are
represented.

A comparison with the analyticd expresson commented above (equation 1) is also
presented. The goal of the comparison is to study the goodnessof the fit between the
results obtained through simulation and the theoreticd expresson for the smulated
range of values. The PDU losscurves obtained by applying the analyticd expresson
are labeled as N (theor) in figure 4. The parameters appeaing in the expresson were
mapped to parameters in our simulation to abtain such curves. A burst istaken to be a
PDU in ou simulation, n corresponds to the number of sources (N in the figures), m
corresponds to the average number of simultaneous PDUs @nt by the sources to the
same output port, and h is the number of 1Ds. From the analysis of the expresson it
follows that ead of the terms that are summed corresponds to the fradion o dotsin
which there ae a given number of bursts being transmitted. In our case a burst
corresponds to a PDU, therefore, figure 3 represents ead of the terms being summed.
And the sum from h up to n-1 is exadly how we obtain the graph o the PDU loss
probability. It can be observed that the results of the simulation and those of the
expresson coincide for those values with small 95% confidence interval.

In a similar way, from the sum of the rest of the values, i.e. from O up to h-1, we
obtain the probability that an arriving PDU to the switch is correaly multi plexed and
forwarded through the output port because it was able to alocae afreemultiplexing



ID. These results give us an ideaof the throughpu of PDUs. These aurves are not
presented because those of figure 4 provide the cmplementary information. Just
remark that, for this enario, with 16 identifiers, PDU throughputs nea 90% are
obtained for the highest load case (N=300).
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Fig. 4. PDU LossProbability due to running aut of identifiers. Reference scenario is: average
per source =0.5Mbps, mean PDU length =5 cdl's, and PCR = 10 Mbps.

The main conclusion that may be drawn from these results is that with a few bits
(between 4 and 6) and by using the PDU ID strategy, low PDU lossprobabiliti es may
be obtained even with a high number of sources. This senario, which represents a
possble scenario in future group communicaions, shows the advantages of PDU ID
over Source ID multiplexing. Source ID requires a number of IDs asdgned to the
group equal to the number of sources. As a mnsequence, the overhead introduced by
the multiplexing ID in these latter strategies is much higher than that of CVC. CVC
allows the negatiation of the ID sizeto adapt to the traffic and group requirements.

Anather charaderistic that can be observed in figure 4 is the linearity (when using
the logarithmic representation) of the PDU loss probability in the range of values of
interest for the IDs. Therefore, the curve may be divided into three main linea
regions. The first one starting at low 1D values would be flat, which would tell that
the number of IDsis nat enough for such kind of traffic and group charaderistics, as
the PDU loss probability is 1. The second region, the one whaose charaderizaion is
our main concern, would be a line going from the number of 1Ds where the curve
starts to bend yp to a number of IDs equal to N-1. The third regionis characterized by
a verticd line starting at nID=N, meaning that it is nomsense to use more IDs than
sources in the group, because no losses occur due to running out of identifiers when

niD=N.



Of course, such an approach is a rough approximation d the actual curve, but this
charaderization would alow a CVC switch to oktain, by means of a smple
expresson, the number of required IDs as a function of group and traffic
charaderistics and accepted PDU loss probability during connedion establishment.
The dependence of the parameters of these lines as a function of traffic charaderistics
isleft for further study.

Other simulations have been caried ou with dfferent traffic and group
parameters. For instance, PDU loss probahility results were obtained for a number of
sources ranging from 500 to 1500 with an average traffic per sourceof 0.1 Mbps. This
average value is obtained by varying the mean sojourn time & OFF state. The same
ohservations gsated above gply for this new scenario. The simulation results are dso
compared with the analyticd ones. Both curves coincided for statisticaly significant
values. However, smulations with high mean average per source (e.g. 5 Mbps)
showed a diff erence between both curves.

Finally, the comparison between the results presented in figure 4 (reference
scenario) and those obtained for the scenario with average per source=0.1 Mbps
showed an almost imperceptible variation in the curves when the aggregated average
load was the same.
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Fig. 5. PDU LossProbabili ty comparison varying the mean PDU length. Average per
source=0.5 Mbps, PCR=10 Mbps, and N=300.

The rest of the curves presented in this paper provide some results to study the
dependence of the PDU lossprobability curves on ead of the considered parameters.
For instance, figure 5 presents a aomparison d the airves obtained for N=300 when
varying the mean PDU length. The simulated values are 5, 10, and 15 cdls per PDU,
which correspondto reasonable mean values acording to current Internet traffic, and
in particular, to multimedia traffic. Asit could be expeded, the longer the PDU, the



longer the IDs are occupied, and the more IDs are required. However, the variation
between these airvesis not very high. Thus, it may be observed that the aurves sow
the same behavior (they al have the same shape). The only differenceis a dight shift.
Therefore, in the rough linea model we propased to describe the behavior of these
curves, it seaems that the dependence of the equation of the line in the region of
interest would be in the position d the point where the aurve bends and na in the
sope. Anyway, for reasonable mean values, such dependence would na be very
strong

Finally, figure 6 presents a cmparison d the reference scenario described before
with athers in which ore or two parameters are changed with resped to the reference
one. These results were obtained for N=250 sources, which produce an aggregated
traffic of 125Mbps, asthe average traffic per sourceis 0.5Mbps.

We first focus on the curves that just vary the PCR while maintaining the rest of
the reference parameters. They are labeled as PCR=2Mbps, avg=0.5 (which
corresponds to PCR=10 Mbps), PCR=30Mbps, and PCR=150Mbps. In this case, the
range of passble valuesiswider than in the PDU case. The dfed of varying the PCR
is to modify the burstinessof eat source Thisis © becaise the average per source
remains unchanged while the cdls are being transmitted in longer or shorter ON
periods. PCR=150 Mbps corresponds to the most bursty sources, and PCR=2 Mbps
corresponds to the smoothest simulated traffic.
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Fig. 6. PDU LossProbabili ty comparison for diff erent parameters

For instance, to obtain a PLP of 1e-6, the number of bits required for the PDU 1D
isrespedively 7 (128 IDs), 5 (32 IDs), 4 (16 IDs), and 3 (8 IDs) for the 2, 10, 30, and
150 Mbps cases. Thisis due to the relationship between the PCR and the burstinessof
the traffic introduced by the source That is, if we maintain the same average traffic



per source and we vary the PCR, the same number of cdls per PDU is &nt, but at a
higher speal. Therefore, the PDU lasts less and as a mnsequence it is using an ID
during lesstime, making it possble for other sourcesto get that ID.

These results $ow a strong ependence of the shift of the aurves with respead to
the PCR. However, the slope of the linein the region of interest seems to show only a
dight dependence on the PCR. These dependencies will be studied in future work.

The aurve labeled as PCR=2Mbps|10 cells per PDU serves to confirm that the PLP
curve is more sensitive to PCR variations, i.e. to the burstinessof the traffic, than to
the length of the PDUs. Its values are more similar to those of the aurved labeled as
PCR=2Mbps than to those obtained for the 15 cells per PDU case.

After examining the results for this senario, and without aiming to generalize, we
could dgve some hints for the dimensioning of the ID size for a given CVC
conredion. They are mostly based onthe bursty behavior of the sources, which is the
charaderistic resporsible for the most important variations in the PLP values obtained
for a given aggregated average load.

We cdculated the burstiness of the sources for which their PLP curves are
represented in figure 6. The burstiness (b) is 4 (=10Mbps/0.5Mbps) for the sources
whose airrves are labeled as PCR=2Mbps, and PCR=2Mbps|10cellsPDU, 20 for
avg=0.5 and 15 cellsPDU, 60 for PCR=30Mbps, and 300 for PCR=150Mbps. For a
PLP of 1e-6, the number of bits required is respedively, 7, 5, 4, and 3 Therefore, in
this <enario, we ould use these ID sizes for values of burstiness around those
cdculated. Further work is required to derive rules that apply to scenarios with
different average per source They shoud also take into account the aggregated load,
whose importance has been naed in comparisons presented above.

The diversity in scenarios and requirements for different groups also shows the
advantages of having flexible ID size negoatiation, such as the one offered by CVC.
For instance, in multimedia group communications more losses could be acceted for
video than for audio, and different number of sources would require diff erent number
of IDs.

7 Conclusionsand Future Work

The results presented in this paper confirm that the dficiency in terms of multi plexing
ID overhead could be highly reduced with PDU ID strategies when compared to
Source D strategies.

The mnvenience of flexible ID size negatiation, such the one offered by the
Compouwnd VC (CVC) mechanism, can be deduced from the diversity in requirements
and goup charaderistics.

The PDU lossprobability in the range of values of interet, i.e. from 16 IDs (4 hits)
to 1281Ds (7 hits), shows a linea trend in logarithmic representation. Finding the
expresson d this line & a function of the traffic and group charaderistics would
allow eay ID negatiation duing connedion establishment. The derivation d this
expressonisleft for future work.

The results have shown that the expresson proposed in [11] and the PLP curve
obtained through simulation coincide in most cases. However, the appli catiion of such
an expresson at connedion establishment is limited because the user does not know



the mean number of simultaneous PDUs the cnredionwill have. Parameters that are
available & connedion establishment shoud be used instead.

The results also showed that the PLP is more sensitive to PCR variations than to
PDU length. Some simple hints for the dimensioning d the ID size were given for a
reference scenario. Oncethe aggregated load is fixed, the most important parameter is
the burstiness

The price paid when deploying CVC is the extra cmmplexity in the switches.
Implementation isuues of CVC are left as future work to determine whether the
benefit of introducing CVC is higher than its cost.

Other traffic parameters roud be @mnsidered in future smulations ® asto be ale
to draw more general conclusions on the behavior of PDU loss probability. Other
kinds of traffic types may also beintroduced to ssmulate more red environments. And
scenarios of heterogeneous traffic sources may also be of interest in ou future work.
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