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ABSTRACT
We present SBAR, a monitoring system compliant with OpenFlow
that provides flow-level measurement reports similar to those of
NetFlow in traditional networks, but additionally enriched with
labels that classify flows at the application layer. For the sake of scal-
ability, we implement flow sampling to control both, the processing
overhead in SDN controllers and the memory needed in switches
to maintain the flow measurements. Moreover, we leverage the
particularities of OpenFlow networks to implement a combination
of classification techniques based on DPI and Machine Learning
without incurring in high overheads. In particular, we accurately
classify the traffic at two different levels: (i) every monitored flow
is classified by application protocol, and (ii) for web and encrypted
traffic, we apply specific DPI techniques to identify the applications
generating each flow. In our demo, we will use real-world traffic to
generate flow-level reports with SBAR that are then processed by a
commercial monitoring tool to provide a comprehensive high-level
view of the traffic in the network [6].
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1 INTRODUCTION
In the Software-Defined Networking (SDN) paradigm, it is essential
to perform comprehensive traffic monitoring in order to provide
the control plane with an accurate view of the network state. This
enables to perform such an effective fine-grained network manage-
ment with different purposes (e.g., traffic engineering, security).

In traditional networks, one of the most deployed solutions for
network measurement is NetFlow/IPFIX. There are plenty of tools
in the market based on NetFlow that harness the flow-level mea-
surement reports to produce traffic statistics useful for network
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management. Additionally, flows are often labeled (e.g., by protocol)
using port-based classification techniques. However, these tech-
niques are becoming obsolete in current network scenarios, where
it is quite common to find very diverse applications operating over
the same application protocols (e.g., web services).

Likewise, the QoE perceived by end-users significantly depends
on the type of application and the QoS level provided by the net-
work (e.g., bandwidth, delay). This reflects the necessity of a more
comprehensive level of classification where the control plane is
aware of the specific applications and services generating the traffic.

Regarding the latest trends in traffic classification, two lines can
be mainly remarked. On the one hand, Deep Packet Inspection (DPI)
typically achieves very accurate traffic classification by inspecting
the packet payloads. However, applying DPI over all the packets
traversing a network is often too resource consuming. This is even
more unfeasible in SDN-based scenarios, where it is essential to pre-
serve the processing power in controllers given that they are prone
to become network bottlenecks. On the other hand, Machine Learn-
ing (ML) classifiers were proposed with the aim of alleviating the
processing burden. These techniques typically use features up to the
transport layer to classify the traffic. They are able to achieve similar
accuracy than DPI when classifying the traffic by application-level
protocols. However, they become useless when applied to distin-
guish among different applications generating traffic over the same
protocol. This is, for instance, the case of web-based traffic (e.g.,
HTTP/HTTPS protocols), which nowadays constitutes the bulk of
the Internet traffic. In this context, some novel techniques based
on DPI were proposed to discover the specific applications (e.g.,
Netflix) within web and encrypted traffic by leveraging some data
in the first few packets of the connections and in DNS queries sent
by clients prior to establish connections [1, 2].

In view of this, our contribution is the design and implemen-
tation of SBAR, a SDN-based monitoring system compliant with
OpenFlow that provides flow-level measurement reports including
application labels. SBAR implements flow sampling, which permits
to reduce the processing overhead in the controller(s) and the mem-
ory consumption in switches to maintain the measurements [3].
Moreover, we leverage the particularities of OpenFlow networks
to efficiently implement a combination of techniques based on ML
and DPI to accurately classify the traffic in the controller.

2 MONITORING SYSTEM
Fig. 1, shows the architecture of our SDN-enabled monitoring sys-
tem. It can be logically divided in two blocks: (i) SBAR, our system
based on OpenFlow that produces flow-level monitoring reports,
and (ii) a data analytics tool (Sec. 2.3), which processes the resulting
reports from SBAR and displays valuable network statistics through
a web graphical user interface (GUI). SBAR, in turn, is composed
by a Measurement module (Sec. 2.1), which is in charge of maintain-
ing the flow measurements in the switches and report them to the
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Figure 1: Architecture of themonitoring system Figure 2: Classification module Figure 3: Classification accuracy

controller(s), and a Classification module (Sec. 2.2), which produces
classification labels for each flow in the measurement reports.

2.1 Measurement module
This module generates flow-level measurement reports as those of
NetFlow/IPFIX in traditional networks. To this end, we leverage
the support of OpenFlow to maintain the flow measurements (# of
packets and bytes, and duration) in the flow tables of the switches.
Likewise, OpenFlow provides an interface that permits to report the
measurements to the controller(s) when some predefined timeouts
(idle and hard) expire. Moreover, we implemented flow sampling
using only native features of OpenFlow, which enables to address
common scalability issues in OpenFlow-based networks. Particu-
larly, this allows us to control the processing power in controllers
and the memory required in switches to maintain the measure-
ments. Additionally, we make use of multiple tables of OpenFlow
to decouple the operation of this module from other modules exe-
cuting different network tasks (e.g., forwarding) in the controller.
More details about this module are painstakingly described in [3].

2.2 Classification module
This module classifies the traffic at two different levels of detail:
(i) it performs per-flow classification by application protocols (e.g.,
SMTP, SSH) using a ML model and, (ii) for web and encrypted
flows, it applies specific DPI techniques [1, 2] to identify the appli-
cations (e.g., Netflix, Facebook) generating traffic. Fig. 2 outlines
the architecture and operation of this module.

For our ML model, we based on the work in [4]. In particular,
we use a C5.0 decision tree with the following features: src and dst
ports, IP protocol and size of the first few packets (max. 6 packets).
For the training set, we used application protocol labels provided
by the open-source tool “nDPI".

Regarding the classification of web and encrypted traffic, we im-
plemented the techniques in [1] to extract information from both,
the host field in HTTP headers, and the SNI field in SSL/TLS cer-
tificates. To this end, we considered a scenario where controller(s)
reactively install specific flow entries for web and encrypted flows.
This enables to receive (and process) in the controller only the
first few packets of these flows, where typically HTTP headers and
SSL/TLS certificates are present. Additionally, we process the DNS
traffic to apply the technique in [2], which permits to infer the
applications associated to specific flows. This combination of tech-
niques allows us to identify the applications generating web and
encrypted traffic without producing a high processing overhead.

We evaluated this module with real-world traffic. Fig. 3 shows
the results of the classification accuracy achieved by SBAR as well

as the individual contribution of the different classifiers to the
overall accuracy. These accuracy results mainly depend on the RTT
between the switches and controllers, as it has an impact on the
amount of packets per-flow that are inspected in the controllers.
This, in turn, affects to the overhead contribution of the monitoring
system. This issue is described in more detail in [3].

2.3 Network data analytics tool with GUI
We adapted a commercial network monitoring tool [5] based on
NetFlow to process the flow-level reports produced by SBAR and
harness the information within them to infer high-level traffic
statistics. This provides a comprehensive view of the network traffic
including graphs with statistics such as the percentage and volume
of traffic by application protocols and by specific applications for
web and encrypted traffic, or the identification of the top N talkers.
All the results are presented via an intuitive web application.

3 DEMONSTRATION
We implemented our Measurement module (Sec. 2.1) within the
OpenDaylight controller and deployed it in a testbed using Open
vSwitch. Furthermore, we integrated in the SDN controller our
Classification module (Sec. 2.2). To this end, we used the following
tools: (i) C5.0 decision tree to classify the flows by application
protocol, and (ii) “Bro IDS" to process DNS, HTTP and encrypted
traffic in order to apply the techniques in [1, 2] to identify the
applications. Lastly, the flow-level reports produced by SBAR are
sent to a data analytics platform (Sec. 2.3) to be processed.

In our demo [6], we will use real-world traffic from a 10 Gbps
access link of a large Spanish university, which connects about
25 schools and 40 departments to the Internet. We will show the
traffic statistics via a user-friendly web application with the aim of
illustrating how can we benefit from the reports provided by SBAR
to perform an effective network management in SDN environments.
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